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Abstract: 
In many applications, errors do not appear in the classical way of corrupting a certain number of 
symbols in a vector, but in specific patterns within arrays. 
This talk deals with list decoding of errors in arrays, in two different 
metrics: the rank-metric and the cover (crisscross) metric. 
List decoding generalizes the standard model of error correction: by increasing the error-correction 
radius beyond half the minimum distance, more than one codeword might lie within the decoding 
spheres. Therefore, the output of the decoder is a list of codewords. 
The first part of this talk deals with a short introduction to error-correcting codes, the definition of list 
decoding, and the two metrics for array codes which are considered later: the rank metric and the 
cover metric. 
In the second part, we will analyze the possibility of list decoding rank-metric codes and, in 
particular, Maximum Rank Distance (MRD) codes.  
We show that many MRD codes cannot be list decoded beyond half the minimum rank distance in 
polynomial time; a significant difference to Maximum Distance Separable (MDS, e.g., Reed-Solomon 
codes) in the Hamming metric. 
Crisscross errors corrupt rows and columns of arrays. Motivated by the negative result for decoding 
such errors in the rank metric, another metric is considered: the cover metric. The cover of a matrix 
is a set of rows and columns which contains all non-zero elements of the matrix.  
For this metric, we can prove that the list size grows only polynomially with the length of the code up 
to a certain radius. Further, a simple list decoding algorithm for a known optimal code construction is 
presented which decodes errors in the cover metric up to our upper bound. 
These results reveal significant differences between the cover metric and the rank metric and show 
that the cover metric is more suitable for correcting crisscross errors. 
---------------------------------- 
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