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First: set the stage!  
An outstanding application of these 

techniques is the case of the study of 
quark gluon plasma formation in heavy 

ion collisions at  LHC : what are the 
physical conditions (temperature, energy 
density..) and what are the observables? 

How can we interpret/calculate these 
observables in EFT/lattice?



Experimental data: How do we gain insight?
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i/2Ehp+i, hk2
T

i is the average transverse momen-
tum carried by the gluons in |pi, and ⇢ =

R
d3pf(p)/(2⇡)3

denotes the density of scattering centers in the matter.
The corresponding quark energy loss can be expressed

as [57, 79],
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in terms of the jet transport parameter for a quark jet.
Note that an extra factor of 1 � (1 � z)/2 is included
here as compared to that used in Refs. [80, 81] due to
corrections beyond the helicity amplitude approximation
[79].

According to the definition of jet transport parame-
ter, we can assume it to be proportional to local parton
density in a QGP and hadron density in a hadronic gas.
Therefore, in a dynamical evolving medium, one can ex-
press it in general as [50, 57, 80]
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where ⇢
QGP

is the parton (quarks and gluon) density in
an ideal gas at a given temperature, f(⌧, r) is the fraction
of the hadronic phase at any given space and time, q̂0
denotes the jet transport parameter for a quark at the
center of the bulk medium in the QGP phase at the initial
time ⌧0, pµ is the four momentum of the jet and uµ is
the four flow velocity in the collision frame. The hadronic
phase of the medium is assumed to be a hadron resonance
gas, in which the jet transport parameter is approximated
as,
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where ⇢
M

and ⇢
B

are the meson and baryon density in
the hadronic resonance gas at a given temperature, re-
spectively, ⇢

N

= n0 ⇡ 0.17 fm�3 is the nucleon density in
the center of a large nucleus and the factor 2/3 accounts
for the ratio of constituent quark numbers in mesons and
baryons. The jet transport parameter for a quark at the
center of a large nucleus q̂

N

has been studied in deeply
inelastic scattering (DIS) [82, 83]. A recently extracted
value [81] q̂

N

⇡ 0.02 GeV2/fm from the HERMES [84]
experimental data is used here. All hadron resonances
with mass below 1 GeV are considered for the calcula-
tion of the hadron density at a given temperature T and
zero chemical potential. A full 3+1D ideal hydrodynam-
ics [64, 65] is used to provide the space-time evolution
of the local temperature and flow velocity in the bulk
medium along the jet propagation path in heavy-ion col-
lisions. The initial highest temperatures T0 in the center
of the most central heavy-ion collisions are set to repro-
duce the measured charged hadron rapidity density. The
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FIG. 3. (Color online) HT-BW results for the nuclear modifi-
cation factor at mid-rapidity for neutral pion spectra in 0�5%
central Au+Au collisions at

p
s = 200 GeV/n (upper panel)

and Pb+Pb collisions at
p
s = 2.76 TeV/n (lower panel) with

a range of values of initial quark jet transport parameter q̂0
at ⌧0 = 0.6 fm/c in the center of the most central collisions,
as compared to PHENIX data [77, 78] at RHIC and ALICE
[27] and CMS data [26] at LHC.

initial spatial energy density distribution follows that of
a Glauber model with Wood-Saxon nuclear distribution.
At the initial time ⌧0 = 0.6 fm/c, T0 = 373 and 473 MeV
for Au+Au collisions at RHIC and Pb+Pb collisions at
LHC, respective.

With the above medium modified fragmentation func-
tions and temperature dependence of the jet transport
coe�cient, one can calculate the nuclear modification fac-
tors and compare to the experimental data as shown in
Fig. 3. From �2 fits to experimental data at RHIC and
LHC as shown in Fig. 4, one can extract values of quark
jet transport parameter q̂0 at the center of the most cen-
tral A+A collisions at a given initial time ⌧0. Best fits
to the combined PHENIX data on neutral pion spectra
[77, 78] in 0-5% central Au + Au collisions at

p
s = 0.2

TeV/n gives q̂0 = 1.20 ± 0.30 GeV2/fm (at ⌧0 = 0.6
fm/c). Similarly, best fit to the combined ALICE [27]
and CMS [26] data on changed hadron spectra in 0-5%
central Pb+Pb collisions at

p
s = 2.76 TeV/n leads to

q̂0 = 2.2± 0.5 GeV2/fm (at ⌧0 = 0.6 fm/c).
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Figure 5: Fit results based on different models (cf. sec. 4.2) and different fitting strategies (cf. sec. 4.3).

In each case, the lower data point corresponds to nmax = 4, the higher to nmax = 5. For model 3a

(cf. eq. (4.19)) and BGM (cf. sec. 4.3) systematic errors are larger than those shown. The grey band

illustrates our final estimate, given in eq. (4.22) and based on models 2, 3a and BGM.

same order of magnitude but somewhat larger than that of light quarks, given that heavy

quarks should feel slightly weaker interactions.

It is also interesting to compare our result for κ with an NLO perturbative computation [12].

That result is of the form κ/T 3 = α2
s (c1 + c2 α

1/2
s ), where c1, c2 are coefficients given in

ref. [12] (c1 involves a logarithmic dependence on αs). In the absence of corrections of

relative order αs, it is not possible to estimate the renormalization scale at which αs should

be evaluated. Nevertheless, the result shown in fig. 3 of ref. [12] agrees with our eq. (4.22) if

we set αs = 0.20 − 0.26, which is in full accordance with the range generally used in heavy

ion collision phenomenology.

Many possible directions can be envisaged for future investigations. Improved statistical

precision is crucial for moving towards model-independent analytic continuation [47]. Other

temperatures than just T ∼ 1.5Tc should be considered. The determination of the renormal-

ization factor ZE in eq. (3.1) should be promoted to the non-perturbative level. It would be

important to understand whether the heavy-mass limit is justified for charm quarks (or only

for bottom quarks); this can in principle be studied by using the full relativistic formulation

for measuring current-current correlation functions [59,60], even though then the structure of

the spectral function is more complicated and analytic continuation is even more difficult to

get under reasonable control. Finally, estimating effects from dynamical quarks is important

for phenomenological applications.
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Shear Viscosity from Lattice QCD Simon Mages
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Figure 1: C(t) = 1
T 5

R
dxhQ12(0,0)Q12(t,x)i scaling behaviour. Errors are statistical jackknife errors.

checked that finite volume errors are negligible on these lattices. We use the two smallest non-zero
momenta for both lattice sizes. For the determination of the viscosity we use nt = 8 lattices with
between 9.4 ·103 and 5.6 ·104 configurations separated by 32 update sweeps.

The global fit was repeated for different choices of parameters, e.g. the minimum Euclidean
time included in the fit, different initial conditions for the fit parameters, functional forms of the
weight function W , and different included smearings in the fit. In total that amounts to 162 dif-
ferent analyses from which the systematic error of the result is calculated. The statistical error is
calculated with the jackknife method.

T/Tc 1.5 3.0 4.5
c2/DOF 1.2(2)(6) 2.2(3)(5) 2.1(3)(8)

h/s 0.24(7)(6) 0.32(5)(5) 0.43(9)(7)

Table 1: Results of the fits to a form of the spectral function suggested by hydrodynamics. DOF is the
number of degrees of freedom. The first error is statistical, the second systematical.
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Figure 2: The results of the determination of the viscosity from this work compared to previously reported
values in the literature. [21] is based on a functional renormalization group technique and no direct lattice
study.

The preliminary fit results are listed in Tab. 1. The values for h/s have quite large statistical
and systematical errors. As can be seen in Fig. 2 this makes a reliable statement on the dependence
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Fig. 10. Diagrams contributing to �q̂ and �q̂
L

at NLO. The blobs represent again the field strength
insertions. Three- and four-gluon vertices are either bare or resummed HTL vertices.

For what concerns q̂, the reduction to the Euclidean, three-dimensional the-
ory introduced before makes this calculation too tremendously simpler. One then
obtains for �q̂, the NLO contribution to q̂12 u

�q̂ =
g4CRCAT

3

32⇡2

mD

T

�
3⇡2 + 10� 4 ln 2

�
. (87)

For what concerns �q̂L, the sum-rule technology we have introduced in Sec. 3.3
can be applied and leads to another tremendous computational simplification.16 As
a general strategy, we remark that the Wilson line propagators depend only on the
minus components of the momenta, so that the plus component, which we call q+,
can be deformed again. This corresponds to expanding those diagrams for large,
complex q+. The leading contribution can be of order (q+)0 and the subleading
one of order (q+)�1. Higher-order terms are suppressed and can be neglected.
The leading, O((q+)0) term, once integrated along the contour, will give rise to a
linear divergence, which has to match with the one arising from the corresponding
mistreated region in the collinear process (see footnote r). Indeed, the calculation16

confirms that the two divergences cancel.
For what concerns the O(1/q+) term, we already encountered such behavior

at LO, where it gave rise to the asymptotic mass. In the photon case14 it was
found, rather surprisingly, that the NLO contribution to this term amounted to
replacing the quark asymptotic mass m2

1 with m2
1 + �m2

1, where �m2
1 is its soft

O(g) correction, in the fermionic equivalent of Eq. (71) and then expanding to
linear order in �m2

1 (and hence in g). The explicit sum-rule computation16 of the
diagrams in Fig. 10 yields the same (up to the di↵erent asymptotic mass) i.e.

m2
1 + �m2

1
q2? +m2

1 + �m2
1

=
m2

1
q2? +m2

1
+ �m2

1
q2?

(q2? +m2
1)2

+O(g2) , (88)

where �m2
1 is given in Eq. (84). This result can be interpreted physically in the fol-

lowing way: expanding for large (complex) q+ takes the soft fields to approach their
collinear limit, where the only e↵ect of resummation is to introduce an asymptotic
mass (at leading order) and the soft correction thereto (at next-to-leading order).
For this same reason, HTL vertices become small and not relevant.
uCaron-Huot obtained this result by applying Eq. (36) to his calculation of C(q?) at NLO. The
two methods are completely equivalent, as Eq. (26) can be formally derived from Eqs. (35) and
(36) when C(q?) is defined from the Wilson loop in Fig. 3, as shown in this reference.33

From HTL at NLO



LHC heavy-ion data: Where do we stand?
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Figure 14: The transverse momentum dependent elliptic flow measurements of J/ ś from
STAR [216], ALICE [217], and CMS [218] compared with the theoretical calculations [219].

Bottomonium production is believed to have several advantages over charmonia as a probe of
deconfinement in the QGP. First, the ⌥(1S), ⌥(2S) and ⌥(3S) states can all be observed with
comparable yields via their dilepton decays. Second, bottom production in central collisions is ⇠
0.05 pairs at RHIC and ⇠ 5 pairs at LHC [204]. At RHIC, one expects this to e↵ectively remove
any contributions from coalescence of bottom and anti-bottom quarks (although some care has to
be taken, since the ratio of bottomonium over open bottom states in pp collisions is ⇠0.1% and
thus a factor of 10 smaller than in the charm sector; thus, even small regeneration, even from a
single pair in the reaction, can potentially be significant). This makes the ⌥ suppression at RHIC
dependent primarily on color screening and dissociation reactions, as well as cold nuclear matter
e↵ects. Recent theoretical calculations [193] support the assertion that the coalescence production
for ⌥’s is small at RHIC. At LHC energies, bottom coalescence could become comparable with
charm coalesence at RHIC, i.e. at the 10’s of percent level. Since the ⌥(1S), ⌥(2S) and ⌥(3S)
have a broad range of radii, precise measurements of bottomonia modifications at RHIC and LHC
energies will provide information over a large range of binding energies at two widely di↵erent
initial temperatures, for a case where the modification is dominated by Debye screening e↵ects.

The CMS experiment at the LHC has mass resolution that is su�cient to cleanly separate all
three of the ⌥ states at midrapidity using dimuon decays [220]. The data obtained in Pb+Pb

36

Charmonium Flow

Many models describe current data almost equally well:
How can EFT/LQCD help to constrain further? Need different observables?

3.5 Quarkonia and Open Heavy Flavor

and do not place strong constraints on models.

Figure 16: The nuclear suppression factor R
AA

for the ⌥(1S + 2S + 3S) states measured atp
s
NN

=200 GeV by PHENIX [221] and STAR [222]. The theory calculations are from [193,195],

There are, however, good prospects for future ⌥ measurements at RHIC. STAR recorded data in
the 2014 RHIC run with the new Muon Telescope Detector (MTD), which measures dimuons
at midrapidity [28]. The MTD has coverage of |⌘| < 0.5, with about 45% e↵ective azimuthal
coverage. It will have a muon to pion enhancement factor of ⇠ 50, and the mass resolution will
provide a clean separation of the ⌥(1S) from the ⌥(2S + 3S), and likely the ability to separate
the 2S and 3S states by fitting.

On a longer time scale, the proposed sPHENIX detector [223] at RHIC discussed in Section 4.1
would begin operation in 2021. It is designed to measure ⌥’s via their dielectron decays at
midrapidity. The 100 MeV mass resolution is su�cient to cleanly separate all three ⌥ states.
Pions are suppressed relative to electrons by a factor of 90. A combination of very high luminosity,
good mass resolution, good background rejection and large acceptance (about a factor of 7 larger
than the MTD) leads to a data set with precision comparable to that expected from the CMS
data by 2023, and on a similar time scale.

3.5.2 Open Heavy Flavor Dynamics

The di↵usion of a heavy particle through a heat bath of light particles can be quantified by
the spatial di↵usion coe�cient D

s

. In relativistic systems, such as the QGP, it is convenient to
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FIG. 7. (Color online) The nuclear modification factors for
the central Au+Au collisions at RHIC (upper panel) (from
Ref. [56]) and Pb-Pb collisions at the LHC (lower panel) from
the MARTINI model as compared to PHENIX data [77, 78]
at RHIC and combined ALICE [27] and CMS [26] data at
LHC. The bulk medium space-time profile is given by (3+1)-
dimensional simulations by Nonaka and Bass [66] for Au+Au
collisions at RHIC and by the MUSIC 3+1D ideal hydrody-
namics calculation [67] for Pb+Pb at LHC.

� P
j

(k, t)
d�

j!b

(p, k)

dkdt

�
, (19)

where d�
j!a

(p, k)/dkdt is the transition rate for the par-
tonic process j ! a, with p the initial jet energy and k
the energy lost in the process. The energy gain channels
are taken into account by the integration for the k < 0
part. The radiative parts of the transition rates are taken
from Ref. [15, 95]; for the collisional parts, the contribu-
tions from the drag and the di↵usion are included as in
Ref. [42, 45].

After solving the above rate equations, the medium-
modified fragmentation function D̃

h/j

(z,~r?,�) for a sin-
gle partonic jet may be obtained as follows,
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0
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0
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0(z0)P (p
j

0 |p
j

,~r?,�),

(20)

where z = p
h

/p
j

and z0 = p
h

/p
j

0 are two momentum
fractions, with p

h

the hadron momentum and p
j

(p
j

0) the
initial (final) jet momentum; D

h/j

(z) is the vacuum frag-
mentation function. P (p

j

0 |p
j

,~r?,�) represents the prob-
ability of obtaining a jet j0 with momentum p

j

0 from a
given jet j with momentum p

j

. It depends on the path
taken by the parton and the medium profiles (such as the
temperature and flow velocity) along that path, which in
turn depend on the production location ~r? of the jet, and
on its propagation direction �. For the space-time evo-
lution profiles (energy/entropy density, temperature and
flow velocities) of the bulk QGP medium that jets in-
teract with, we employ a (2+1)D viscous hydrodynamics
model (VISH2+1) developed by The Ohio State Univer-
sity group [60–63], with two-component Glauber model
for hydrodynamics initial conditions. The code version
and parameter tunings for Pb+Pb collisions at LHC en-
ergies are taken as in Ref. [62, 63]. The highest ini-
tial temperature in the most central Au+Au collisions at
RHIC and Pb+Pb collisions at LHC are T0 = 378 MeV
and 486 MeV, respectively, at an initial time ⌧0 = 0.6
fm/c. When the local temperature of the medium drops
below the transition temperature of 160 MeV, jets are
decoupled from the medium.
By convoluting the medium modified fragmentation

function with the initial parton momentum distribution
as computed from perturbative QCD calculations, one
may obtain the hadron spectra:

d�
AB!hX

d2ph
T

dy
=

Z
d2~r?PAB

(~r?)
X

j

Z
dz

z2

⇥ D̃
h/j

(z,~r?,�)
d�

AB!jX

d2pj
T

dy
. (21)

The above equation contains the average over transverse
positions ~r? of initial hard jets via the probability dis-
tribution function P

AB

(b,~r?), which is determined from
Glauber model simulation of binary collision distribution.
The propagation direction � may be fixed or averaged
over a certain range. Putting all the ingredients together,
one obtains the total yield of hadrons produced in rela-
tivistic nuclear collisions, which are used to calculate the
nuclear modification factor R

AA

.
In the upper panel of Fig. 8, the calculated suppres-

sion factors R
AA

for central 0-5% collisions at RHIC for
di↵erent values of the fixed coupling constant ↵

s

varies
from 0.23 to 0.31 from the top to the bottom, with an
increment of 0.1, are compared to the experimental mea-
surements taken from PHENIX Collaboration [77, 78].
The best fit to the experimental data is the thick curve
in the middle, with ↵

s

= 0.27(+0.02/� 0.015).
The lower panel of Fig. 8 shows the comparison be-

tween the calculated R
AA

for central 0-5% collisions at
the LHC and experimental measurements taken from
CMS [26] and ALICE Collaborations [27]. Calcula-
tions for di↵erent values of the fixed coupling constant
↵
s

varies from 0.19 to 0.27 from the top to the bot-
tom, with an increment of 0.1. The best fit to the ex-
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FIG. 8. (Color online) The nuclear modification factors RAA

from McGill-AMY model as a function of pT for 0-5% Au+Au
collisions at RHIC (lower panel) and 0-5% Pb+Pb collisions at
the LHC. Experimental data are taken from PHENIX exper-
iment [77, 78] at RHIC and CMS [26] and ALICE experiment
[27] at LHC. For di↵erence curves from the top to the bottom,
the values of ↵s are from 0.23 to 0.31 with an increment of
0.1.

perimental data is the thick curve in the middle, with
↵
s

= 0.24(+0.02/� 0.01).
The above best ↵

s

values are obtained from a �2 fit, as
shown in Fig. 9. Here the values of �2/d.o.f. are plotted
as a function of ↵

s

for both RHIC and the LHC. For
RHIC we use the data points above 5 GeV/c for both
2008 and 2012 PHENIX data, for the LHC we use both
CMS and ALICE data points with a momentum cut of 6
GeV/c.

VII. JET TRANSPORT PARAMETER

In order to compare medium properties extracted from
phenomenological studies of jet quenching within di↵er-
ent approaches to parton energy loss, we will focus on the
value of quark jet transport parameter q̂ either directly
extracted or evaluated within each model with the model
parameters constrained by the experimental data. As a
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FIG. 9. (Color online) The �2/d.o.f as a function of ↵s from
fitting to the PHENIX data [77, 78] (combined 2008 and 2012
data set) at RHIC (solid) and combined ALICE [27] and CMS
[26] data at LHC (dashed) by the McGill-AMY model calcu-
lation of the nuclear suppression factor RAA(pT ) as shown in
Fig. 8.

first step, we will only consider data on the suppression
factor of single inclusive hadron spectra R

AA

(p
T

) at both
RHIC and LHC. Within each model, q̂ should be a func-
tion of both local temperature and jet energy which in
turn varies along each jet propagation path. As a gauge
of medium properties at its maximum density achieved
in heavy-ion collisions, we will consider the value of q̂ for
a quark jet at the center of the most central A+A colli-
sions at an initial time ⌧0 when hydrodynamic models are
applied for the bulk evolution. For all the hydrodynamic
models used in this paper with di↵erent approaches of
parton energy loss, the initial time is set at ⌧0 = 0.6
fm/c with initial temperature T0 = 346�373 and 447-486
MeV at the center of the most central Au+Au collisions
at

p
s = 200 GeV/n at RHIC and Pb+Pb collisions atp

s = 2.76 TeV/n at LHC, respectively.

Shown in Fig. 10 are the extracted or calculated values
for q̂ as a function of the initial temperature for a quark
jet with initial energy E = 10 GeV. For the GLV-CUJET
model, q̂ is calculated from one set of parameters with
HTL screening mass and the maximum value of running
coupling ↵max = 0.28 for temperature up to T = 378
MeV, and for another set with ↵max = 0.24 for 378  T 
486 MeV. The di↵erence in ↵max and the corresponding q̂
in these two temperature regions can be considered part
of the theoretical uncertainties.

Similarly, the values of q̂ from the MARTINI and
McGill-AMY models are calculated according to the
leading order pQCD HTL formula in Eq. (18) with the
two values of ↵s extracted from comparisons to the ex-
perimental data on R

AA

at RHIC and LHC, respectively.
The GLV, MARTINI and McGill-AMY models all as-
sume zero parton energy loss and therefore zero q̂ in the
hadronic phase. In the HT-BW model, the fit to the
experimental data gives q̂ = 1.3 ± 0.3 GeV2/fm at tem-

McGill-AMY

Light quark energy loss

MARTINI

7

FIG. 5. (Color online) HT-M results for the nuclear modifica-
tion factor at mid-rapidity for neutral pion spectra in 0� 5%
central Au+Au collisions at

p
s = 200 GeV/n (upper panel)

and Pb+Pb collisions at
p
s = 2.76 TeV/n (lower panel) with

a range of values of initial gluon jet transport parameter q̂0
(at ⌧0=0.6 fm/c) in the center of the most central collisions,
as compared to PHENIX data [77, 78] at RHIC and ALICE
[27] and CMS data [26] at LHC.

In the equation above, s0 is the maximum entropy den-
sity achieved at an initial time ⌧0 in the center of the
most central collisions at top RHIC energy. The value
of q̂ = q̂0 corresponds to this point. The space-time
evolution of the entropy density is given by (2+1)D vis-
cous hydrodynamic model [74, 75] tabulated by the hy-
dro group within the JET Collaboration. These hydro
profiles are obtained with MC-KLN initial conditions in
which the initial temperature is T0 = 346 MeV at the
center of the most central Au+Au collisions at RHIC
(
p
s = 200 GeV/n) and 447 MeV in Pb+Pb collisions

at LHC (
p
s = 2.76 TeV/n). In the calculation of the

hadron spectra in heavy-ion collisions, the distance in-
tegral over K is then sampled over a large number of
paths passing through the evolving medium. The start-
ing points of all the paths are obtained by sampling the
binary collision profile. The medium averaged length
integral over K is then used to calculate the medium
modified evolution of the fragmentation function using
Eqs. (11) and (12).

FIG. 6. (Color online) The �2/d.o.f as function of the initial
gluon jet transport parameter q̂0 from fitting to the PHENIX
data [77, 78] (combined 2008 and 2012 data set) at RHIC
and combined ALICE [27] and CMS [26] data at LHC by
the HT-M model calculation of the nuclear suppression factor
RAA(pT ) as shown in Fig. 5.

Both medium and vacuum evolution equations require
an input distribution. This is taken as a vacuum frag-
mentation function at the input scale of Q2

0 = p/L, where
p = p

h

/z is the transverse momentum of the parton
which fragments to a hadron with transverse momen-
tum p

h

with a momentum fraction z. Such input vac-
uum fragmentation functions are evolved according to
the vacuum evolution equations from Q2

0 = 1 GeV2. The
factor L is the mean escape length of jets of that energy
in the medium. The mean escape length is calculated by
calculating the maximum length that could be travelled
by a parton with an energy p using the single emission
formalism of Guo and Wang [12, 13].

The results presented in the following represent up-
dates of calculations that have appeared in Ref. [51].
The fluid dynamical simulations have be been updated
to include a new initial state and averaged over an en-
semble of fluctuating initial conditions [62, 63]. Unlike
previous calculations, the binary collision profile which
determines the distribution of jet origins is also consis-
tently determined by averaging over the same ensemble
of initial conditions.

In Fig. 5, calculations of the hadron suppression factor
in 0� 5% central Au+Au collisions at RHIC (

p
s = 200

GeV/n) (upper panel) and 0 � 5% central Pb+Pb colli-
sions at LHC (

p
s = 2.76 TeV/n) (lower panel) are com-

pared to the experimental data. The lines represent cal-
culated values of R

AA

for di↵erent values of initial values
of q̂0 at the center of of most central heavy-ion collisions.
The solid lines represent the best fit to the experimen-
tal data. The range of p

T

of the fits are p
T

� 5 and 20
GeV/c at RHIC and LHC, respectively. Shown in Fig. 6
are the �2 distributions as a function of the initial value
of q̂0 from fits to the experimental data as in Fig. 5.
The values of the jet transport parameter from the best

HT-M

Model comparisons for the LHC
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Questions:

• Resummed perturbative calculations of important quantities like the pressure, the 
Polyakov loop/free energy, Polyakov loop correlation, transport coefficients are 
performed within EFTs (HTL, EQCD, NRQCD and pNRQCD at finite T) . The  

same quantities are calculated on the lattice: do the two calculations agree or 
match? in which cases yes and when not? why? how can we exploit this?



EQCD	at	work	
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EQCD	

EQCD	works	for	spa/al	string	tension	
and	quark	number	correla/ons	
(purely	chromo-magne/c	observables)		

EQCD	works	for	quark	number	suscep/bility	
	maybe	because	it	is	dominated	by	scale	T	
and	the	contribu/on	electro-sta/c	sector	is	s	
mall	mD	~	g	T	μ	/(2π)		
magne/c	sector	does	not	contribute	



EQCD	work	less	well	…	

T [MeV]

SQ(T) LO
NLO, µ=(1-4)/ T

NNLO
lattice

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 1000  1500  2000  2500  3000  3500  4000  4500  5000 T/Tc

bFQ(T)/T g5, mixed  
g5, EQCD
g6, mixed
g6, EQCD

non-pert., EQCD

0
0.04
0.08
0.12

-0.04
0

0.04
0.08
0.12
0.16
0.20

 6  8  10  12  14  16  18  20  22  24

EQCD	works	only	for	T>2GeV	for	the	sta/c	quark	free	energy/entropy		even-though	magne/c	contribu/on	is	small,	
subtle	interplay	between	scale	T	and	gT	contribu/ons	?	Large	g6	contribu/on	from	scale	T	?	Need	full	g6	calcula/on	…	

Brandt	et	al,		
JHEP	1405	(2014)	117		

G(z) = A exp(�Mz)

Spa/al	Meson	correla/on	func/ons	

A	
Cheng	et	al,	EPJC	71	
	(2011)	1564		

EQCD								

Need	con/nuum	at	
High	T	and	improved	
EQCD		calcula/ons	!	



Weak	coupling	without	EQCD:			
p/pideal

T [MeV]

3-loop HTL
O(g6) EQCD

HISQ
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1.0
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Large	scale	dependence	!	

Other	open	issues:	
	

Power	law	correc/ons	(ΛQCD/T)^m	?	
	

Polyakov	loop/Wilson	loops	at	short	distances	vs.	pNRQCD	and	EQCD	?	
(	at	what	distances	screening	sets	in	?	)		

	

	
ChiPT	at	T>0	?	



Questions:

• Q1: Resummed perturbative calculations of important quantities like the pressure, 
the Polyakov loop/free energy, Polyakov loop correlation, transport coefficients are 

performed within EFTs (HTL, EQCD, NRQCD and pNRQCD at finite T) . The  
same quantities are calculated on the lattice: do the two calculations agree or 

match? in which cases yes and when not? why? how can we exploit this?

• Q2: How to use  the EFTs  combined with lattice to define  
and calculate objects of great physical importance like: 

the qqbar potential at finite T (give evolution in real time) 
R_AA 

q_hat and jet quenching 
transport coefficients
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Open-quantum system in a QGPFull kinetic thermalization

In-medium QQ yields from EFTs on the lattice

In-medium bound
states identified by di-
lepton emission, related
to T>0 spectral function

Survival of vacuum
states in the QGP

from a real-time
Schrödinger

equation
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Questions:

• Q1: Resummed perturbative calculations of important quantities like the pressure, 
the Polyakov loop/free energy, Polyakov loop correlation, transport coefficients are 

performed within EFTs (HTL, EQCD, NRQCD and pNRQCD at finite T) . The  
same quantities are calculated on the lattice: do the two calculations agree or 

match? in which cases yes and when not? why? how can we exploit this?

• Q2: How to use  the EFTs  combined with lattice to define  
and calculate objects of great physical importance like

• Q3: How to use  lattice combined with EFTs to obtain 
determinations of out of equilibrium quantities ?



Correlator of Aa
0 =  ̄�0�5 ⌧a

2  corresponding to ⇢(!, T )� ⇢(!, 0):
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. &
T = 169MeV : quasiparticle mass = 223(4)MeV screening mass = 303(4)MeV.

Implications for the hadron resonance gas model!?

Harvey Meyer Transport & Lattice QCD



Non-static screening masses and transport coe�cients

Linear response along with a constitutive equation for the vector current J )
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In the limit T ! 1, extrapolating

the screening masses in the lowest

Matsubara sectors to !n = 0 gives

the correct result, 1/(T D) = 0.

Brandt, Francis, Laine, HM 1408.5917; Kinetic theory: Arnold, Moore & Ya↵e hep-ph/0111107

Harvey Meyer Transport & Lattice QCD



Questions:

• Q1: Resummed perturbative calculations of important quantities like the pressure, 
the Polyakov loop/free energy, Polyakov loop correlation, transport coefficients are 

performed within EFTs (HTL, EQCD, NRQCD and pNRQCD at finite T) . The  
same quantities are calculated on the lattice: do the two calculations agree or 

match? in which cases yes and when not? why? how can we exploit this?

• Q2: How to use  the EFTs  combined with lattice to define  
and calculate objects of great physical importance like

• Q3: How to use  lattice combined with EFTs to obtain 
determinations of out of equilibrium quantities ?

• Q4: can these results and techniques be impactful on 
other fields:  e.g. cosmology and the physics of early 

universe; condensed matter..


