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TUM President’s Foreword

Before I took the helm as TUM President more than 20 years ago, my work cen-
tered on research in my chosen field, chemistry. As both a scientist and head of 
a leading technical university, I’ve enjoyed close collaboration with partners from 
academia, industry, government and the public. Each time, I’m reminded anew  
that turning ideas into innovation doesn’t happen solely within the rarified atmos-
phere of some academic “Ivory Tower.” And transforming fundamental research 
into advanced applications for society at large isn’t the sole domain of big business 
or government entities. Scientific advancement and enterprise both happen – and 
thrive – at exactly the place where all of these key players intersect.

Here at TUM, the past year ushered in a host of exciting developments that  
underscore our ongoing commitment to transforming ideas into real innovation.  
We further sharpened our focus on both academic and entrepreneurial excellence – 
at the place where science and society meet. June 2016 saw the inauguration of 
our new Science and Study Center Raitenhaslach, a late-Baroque monastery on 
the banks of the Salzach River in southeastern Bavaria. While retaining the histori-
cal structure of this cultural heritage site, we restored and transformed it into a 
science center inspired by sustainable internationality – to connect home with the 
world. The former monastery has already become a hub for discovery and inter-
disciplinary exchange – for students and scientists, visiting experts and dignitaries, 
and for the growing community of TUM-IAS Focus Group experts and alumni for 
whom the idyllic setting in the Bavarian countryside has become a second “home 
away from home” here in Germany.

Further strengthening the ties between fundamental research and society, TUM set 
the stage for the launch of the new TUM School of Governance in October 2016. 
The founding of a political science department represents a huge step forward in 
the further integration of the social sciences into our traditional fields of engineer-
ing, natural and life sciences and medicine. The new school is concentrated on the 
politics of our technicalized society, with overall research programming oriented 
towards the interdependence between technical progress and political pro cesses. 
The rapidly increasing influence of new technologies on all our lives – from self-
driving cars to social media and beyond – has turned technological issues in 
almost every field of policy from marginal topics into decisive factors. Our work  
at the intersection of technology and political science is an international rarity.
In 2017, we’re marking the 10th anniversary of our first Fellows at the TUM-IAS. 
The driving idea behind the Institute’s foundation in 2005 was to give serendipity 
some room to play – or as I like to say, “giving chance a chance.” Or as TUM Am-
bassador and TUM-IAS Hans Fischer Senior Fellow, Prof. Stanley Riddell, notes in 
the “In Focus” interview in this report, “The IAS is unique. The goal is to match an 
international scientist with a host scientist here for a focused area of research.  
And that is just not an opportunity that is always readily available.”
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Prof. Wolfgang A. Herrmann
President

A decade on, the TUM-IAS community of Fellows, Hosts, partners and alumni 
continues to show us just how much can be accomplished when we bring together 
the best minds from academia, industry and society – and provide them with the 
necessary time and space to truly “risk creativity.” As we begin the countdown to 
another big milestone in TUM’s history – we’ll be celebrating our 150th anniversary 
in 2018 – I am proud to say that our university continues to risk creativity by blazing 
new trails to tackle the scientific, social and technological challenges and issues of 
our time.



6 As we look back on the very rewarding and fruitful year the TUM-IAS had in 2016,  
I am reminded of some thoughts I shared with Fellows, friends and guests in my  
address at the festive dinner of our 2016 General Assembly. 

If you always do what you’ve always done, you will always get  
what you’ve always got!

I heard this aphorism for the very first time just a few days before the assembly –  
it was advice being given by a character in a TV movie. The wisdom of this decep-
tively simple sentiment struck a chord with me, and I started researching to find 
the original source. The quote is often attributed to self-help guru and “Unlimited 
Power” author, Anthony (Tony) Robbins. But surely he wasn’t the first person to 
have said this, I thought to myself. So I dug deeper and discovered earlier references 
to Paul Watzlawick (1921– 2007), an Austrian communications theorist and philoso-
pher. And before that, this pithy advice had been attributed to great thinkers such as  
Albert Einstein, Henry Ford and even Mark Twain. Indeed, the quote has dimensions 
in fields spanning poetry, innovation and entrepreneurship, science and philosophy. 

For example: How would two of Twain’s most beloved literary characters, Tom 
Sawyer and Huckleberry Finn, have found, embraced and finally survived their 
adventures… or how would we have launched a whole new age of unprecedented 
global mobility… or...how would an idea that was, at first, a purely theoretical 
concept ( one that contradicted all experience of the visible world ! ) have ultimately 
revolutionized not only physics but many other areas… if these protagonists hadn’t 
done something different than they did before?

So what does this aphorism have to do with us as scientists? Well, let’s be brutally 
honest: Very often, we do exactly what we’ve always done. Those of us who are 
established, senior-level scientists have built good reputations and names in our 
respective scientific communities. We could still experience success without daring 
the risk of branching out into new areas beyond our own disciplines. Likewise for 
the young researchers among us, establishing a strong professional reputation will 
be equally important for their future careers. 

And what could be a better guarantee of continued success than staying inside 
the box and doing as we have always done – to get friendly reviews of our publica-
tions, garner favor to ensure future funding and land opportunities for professional 
promotion and acknowledgement from our peers and the scientific community at 
large? We have demonstrated that we are very good – and very successful – at  
doing what we have always done, and it is obvious that we would be able to remain  
on this path by continuing to do ‘business as usual.’ 

TUM-IAS Director’s Message



7Of course, this style of research to which we have become accustomed continu-
ously produces many new results – at least in an incremental sense. And building 
on experience and qualification is surely an indispensable prerequisite for excellent 
research. But at some key points in both our lives and careers, shouldn’t we risk 
leaving the beaten path – and take the scary leap to start exploring what was never 
explored before? 

If you always do what you’ve always done, you will always get what you’ve  
always got! There is another sentence to this aphorism:

If you want something you've never had, you must be willing to do something  
you've never done. 

This sentence has also been attributed to Watzlawick, but it (possibly) even goes 
back to Thomas Jefferson: As one of the founders of an all-new nation, one could 
say Jefferson was also a researcher risking an experiment that many said would 
never succeed.

And I think one could add: 
You not only must be willing, you must also wish it!

How could a sentence better express the freedom of humans and their power to 
change? We must be both willing to and wish to do something new! And this is  
just another key concept behind the mission statement of the TUM Institute for  
Advanced Study: 

‘Risking Creativity’!

I wish for you – as friends and readers of this annual report, as students, Fellows, 
Hosts, doctoral or postdoctoral researchers or just as someone who is eager to 
learn and explore – that you seek out and embrace this risk of creativity. The  
TUM-IAS will try its best to provide the ecosystem in which your creativity can find 
fertile soil and the right conditions in which to prosper.

Prof. Ernst Rank 
Director
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11People Board of Trustees

The Board of Trustees is formed by a group of international advisors from 
academia, research support organizations, and industry. It advises the director  
on general scientific, organizational, and technical issues. The Board also defines 
the general strategy and standards of the Institute.

Members

Chairman: Prof. Wolfgang A. Herrmann  
Technical University of Munich, President 

Prof. Patrick Aebischer École Polytechnique Fédérale de Lausanne (EPFL), President
Dr. Enno Aufderheide Alexander von Humboldt Foundation, Secretary General
Prof. Anders O. Bjarklev Technical University of Denmark, President
Prof. Martin Carrier Bielefeld University, Faculty of History, Philosophy and  
Theology, Institute for Interdisciplinary Studies of Science
Dr. Klaus Engel Evonik Industries AG, Chairman of the Executive Board
Prof. Heather Hofmeister, Ph.D. Goethe University Frankfurt am Main,
The Center for Leadership and Behavior in Organizations (CLBO), Scientific Director
Dr. Ludwig Kronthaler Max Planck Society, Secretary General
Prof. Christine Lang ORGANOBALANCE GmbH, CEO
Prof. Dr.-Ing. Reimund Neugebauer Fraunhofer Society, President
Dr. Dorothea Rüland German Academic Exchange Service (DAAD), Secretary General
Prof. Reinhard Rummel TUM, Institute for Astronomical and Physical Geodesy,
TUM Emeritus of Excellence
Prof. Hiroyuki Sakaki The University of Tokyo, Professor Emeritus 
Toyota Technological Institute, President 
Prof. Bert Sakmann Max Planck Florida Institute, Inaugural Scientific Director
Max Planck Institute of Neurobiology, Emeritus Research Group Leader, 
Nobel Prize for Physiology or Medicine 1991
Prof. Londa Schiebinger Stanford University, John L. Hinds Professor of the  
History of Science, Gendered Innovations in Science, Health & Medicine,  
Engineering, and Environment, Director
Prof. Dr. med. Markus Schwaiger TUM, University Hospital Klinikum  
rechts der Isar, Medical Director, Nuclear Medical Clinic and Policlinic, Director
Prof. Henry Tye The Hong Kong University of Science and Technology, 
HKUST Jockey Club Institute for Advanced Study, Director



12 The TUM-IAS Advisory Council consists of a member from the Max Planck Institute 
of Quantum Optics and TUM professors covering all major fields of the university. 
It functions as a standing advisory board to the TUM-IAS Director and his manage-
ment team. One of its prime functions is advising on the suitability and ranking 
of Fellow nominations the Institute receives for its various Fellowship programs. 
In addition, the Council advises on the scientific and technological course of the 
Institute, on the basis of an assessment of the potential and needs of the university. 
The Advisory Council meets regularly, typically about four times a year.

Members 

Prof. Hans-Joachim Bungartz  
Chair of Scientific Computing, Graduate Dean of the TUM Graduate School
Prof. Dirk Busch  
Institute for Medical Microbiology, Immunology and Hygiene
Prof. Ulrich Heiz  
Chair of Physical Chemistry
Prof. Horst Kessler  
Department of Chemistry 
Prof. Ingrid Kögel-Knabner  
Chair of Soil Science
Prof. Gerhard Kramer  
Institute for Communications Engineering
Prof. Katharina Krischer  
Nonequilibrium Chemical Physics
Prof. Sabine Maasen  
Chair in the Sociology of Science, Director of the Munich Center  
for Technology in Society (MCTS)
Prof. Gerhard Rempe  
Max Planck Institute of Quantum Optics - Quantum Dynamics Group
Prof. Daniel Straub  
Engineering Risk Analysis Group
Prof. Wolfgang Wall  
Institute for Computational Mechanics
Prof. Isabell M. Welpe  
TUM School of Management - Chair for Strategy and Organization
Prof. Barbara Wohlmuth  
Chair of Numerical Mathematics, Director IGSSE

People

Advisory Council
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Management Office

Farewells

Prof. Ernst Rank
Director 

Dr. Ana Santos Kühn 
Managing Director 

Annette Sturm
Event Manager /  

Web Coordinator 

Anna Fischer 
Program Manager

(on maternity leave)

Eva Pettinato
Program Manager

Erika Höchtl
Secretary / Building  

Coordination

Christina Schmid
Secretary / Guesthouse  

Coordination 

Juliane Strücker
Program Manager  

(until 11/2016)

Sigrid Wagner
Event Manager /  

Web Coordinator 

Tatjana Steinberger
Program Manager  



14 2008 Prof. Horst Kessler
2013 Prof. Annette Menzel
2014 Prof. Martin Buss
2015 Prof. Franz Pfeiffer
2016 Prof. Hendrik Dietz

2013 Dr. Peer-Hendrik Kuhn

2009 Prof. Stanley Riddell 
2011 Prof. Silvio Aime, Prof. Polly L. Arnold, Prof. Daniel Gianola, 
2012 Prof. Stephen M. Goodnick, Prof. Dietmar W. Hutmacher
2013  Prof. Harald Brune, Prof. Zvonimir Dogic, Prof. Josef P. Rauschecker,  

Prof. Jelena Vuckovic
2014  Prof. John S. Baras, Prof. Dirk Bergemann, Prof. Gregory D. Hager,  

Prof. Tamas Horvath, Dr. Andreas Kronfeld, Prof. A. Lee Swindlehurst,  
Prof. Nicholas Zabaras

2015  Prof. Carl P. Blobel, Prof. Klaus Kästner, Prof. Yannis Kevrekidis,  
Dr. Thierry Lasserre, Prof. Jane A. McKeating, Prof. Anca Muscholl,  
Prof. Ayyalusamy Ramamoorthy

2016 Prof. Angela Casini, Prof. Krishnendu Chakrabarty, 
  Prof. Johannes Lehmann; Prof. Bernhard Schrefler  

(awarded by the TÜV Süd Foundation)

2012 Prof. George Biros
2013 Prof. Matthias Batzill, Dr. Christian Hirt
2014 Prof. Yana Bromberg, Prof. Tsung-Yi Ho, Prof. Stuart Khan, Prof. Suljo Linic
2015 Dr. Kaye S. Morgan, Prof. Alessandro Reali, Prof. Dominique Sugny
2016 Prof. Jochen Blumberger, Dr. Marc Janoschek, Dr. Melike Lakadamyali

2012 Dr. René-Jean Essiambre, Prof. Michael Friebe, Dr. Bruno Schuermans
2013 Dr. Thomas Koehler, Dr. Peter Lamp
2014 Dr. Norman Blank, Dr. Heike Riel
2015 Prof. Carlo Ratti

2013 Prof. Kathrin Lang, Prof. Bjoern Menze, Prof. Alessio Zaccone
2014  Prof. Jia Chen, Prof. Matthias J. Feige, Prof. Franz Hagn,  

Prof. Michael Knap, Prof. Robert König
2015  Prof. Job Boekhoven, Prof. Carlo Camilloni, Prof. Frank Johannes,  

Prof. Rolf Moeckel
2016 Prof. Stephan Günnemann, Prof. Sebastian Steinhorst,  
 Prof. Antonia Wachter-Zeh

2014 Prof. Madeleine Heilman
2015 Prof. Giovanni Boniolo, Prof. Regina Ensenauer, Prof. Sarah de Rijcke
2016 Prof. Nicola Lautenschlager

Carl von Linde Senior 
Fellows 

Carl von Linde Junior 
Fellow

Hans Fischer Senior 
Fellows 

Hans Fischer Fellows 

Rudolf Diesel Industry 
Fellows 

Rudolf Mößbauer  
Tenure Track Professors 

Anna Boyksen Fellows

Fellows



15Carl von Linde Senior 
Fellows 

Carl von Linde Junior 
Fellows 

Hans Fischer Senior 
Fellows

Hans Fischer Fellow

Hans Fischer Tenure 
Track Professors 

Rudolf Diesel Industry 
Fellows 

Rudolf Mößbauer  
Tenure Track Professor

2007 Prof. Andrzej Buras, Prof. Arthur Konnerth, Prof. Reiner Rummel
2008 Prof. Claudia Klüppelberg
2009 Prof. Axel Haase 
2010 Prof. Ulrich Stimming, Prof. Gerhard Abstreiter
2011 Prof. Ingrid Kögel-Knabner

2007 Prof. Adrian Jäggi 
2008 Dr. Martin Gorbahn, Dr. Ulrich Rant, Prof. Robert Stelzer 
2009  Prof. Kolja Kühnlenz, Dr. Marco Punta, Dr. Ian Sharp,  

Prof. Julia Kunze-Liebhäuser
2010  Prof. Wilhelm Auwärter, Dr. Vladimir García Morales, Prof. Alexandra Kirsch, 

Prof. Miriam Mehl, Dr. Christian Stemberger, Prof. Dirk Wollherr
2011 Prof. Angelika Peer, Prof. Dongheui Lee

2007 Prof. Gerhard Beutler, Prof. Walter Kucharczyk, Prof. Bert Sakmann 
2008  Prof. Anuradha M. Annaswamy, Prof. Yasuhiko Arakawa, Prof. Douglas 

Bonn, Prof. Mandayam A. Srinivasan, Prof. David A. Weitz 
2009  Prof. Matthew Campbell, Prof. Richard Davis, Prof. Gino Isidori,  

Prof. Shuit Tong Lee, Prof. Wolfgang Porod, Prof. Peter Schröder,  
Prof. Zohar Yosibash 

2010  Prof. Robijn Bruinsma, Prof. Markus Hegland, Prof. Michael Ortiz,  
Prof. Stefan Pokorski, Prof. Tim Sparks, Prof. Raman I. Sujith 

2011 Prof. Frank R. Kschischang, Prof. Christian Werthmann
2012 Prof. Dietmar W. Hutmacher

2012 Prof. Franz Hagn 

2007 Prof. Thomas Misgeld  
2010 Prof. Hendrik Dietz 

2009 Prof. Khaled Karrai, Dr. Dragan Obradovic, Dr. Georg von Wichert
2010  Dr. Tsuyoshi Hirata, Prof. Gernot Spiegelberg, Dr. Matthias Heller,  

Dr. Chin Man W. Mok
2012 Dr. René-Jean Essiambre
2014 Dr. Norman Blank

2013 Prof. Alessio Zaccone

Alumni Fellows



16 Prof. Mikhail A. Belkin  |  University of Texas at Austin
Prof. Steffen Lauritzen  |  University of Copenhagen
Prof. Andrzej Ludwik Sobolewski  |  Polish Academy of Sciences

Prof. Andreas Bausch  |  Cellular Biophysics, TUM
Dr. Tim Czopka  |  Neuronal Cell Biology, TUM
Prof. Hendrik Dietz  |  Biomolecular Nanotechnology, TUM
Prof. Ville Kaila  |  Computational Biocatalysis, TUM
Prof. Thomas Neumann  |  Database Systems, TUM
Prof. Stephan A. Sieber  |  Organic Chemistry II, TUM
Prof. Konrad Tiefenbacher  |  Organic Chemistry, TUM
Prof. Rüdiger Westermann  |  Computer Graphics and Visualization, TUM
Dr. Agnieszka Wykowska  |  Cognitive Systems, TUM
Prof. Xiaoxiang Zhu  |  Signal Processing in Earth Observation, TUM

Prof. Daniel Cremers  |  Computer Vision, TUM

Dr. Marta Cristina Antonelli  |  Universidad de Buenos Aires
Prof. Mark Balas  |  Embry-Riddle Aeronautical University
Prof. Joseph Z. Ben-Asher  |  Technion – Israel Institute of Technology
Prof. Edson Bim  |  Universidade Estadual de Campinas
Prof. Poul Hendrik Bredahl Sorensen  |  University of British Columbia
Prof. Alexey Bulgakov  |  South-Russian State Polytechnic University
Prof. Fernando Corinto  |  Politecnico di Torino
Prof. Randy E. Ellis  |  Queen’s University
Prof. Barry Goodell  |  Virginia Polytechnic Institute and State University
Dr.-Ing. Jörn von Grabe  |  University of Liechtenstein
Prof. Andrey Grigoriev  |  Rutgers University
Prof. Zonghua Gu  |  Zhejiang University
Prof. Ahmed Helmy  |  University of Florida
Prof. John J. Kanet  |  University of Dayton
Prof. Jürgen Konczak  |  University of Minnesota

Alexander von Humboldt 
Research Awardees
Honorary Hans Fischer 
Senior Fellows

ERC Grantees

Gottfried Wilhelm  
Leibniz Prizewinner

August-Wilhelm Scheer 
Visiting Professors

Honorary Fellows 2016
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Visiting Fellows 2016

Prof. Gabor T. Herman  |  City University of New York
Prof. Mari Kobayashi  |  Centrale Supélec, Gif-sur-Yvette
Prof. Pierre Moulin  |  University of Illinois at Urbana-Champaign
Prof. Andrew C. Singer  |  University of Illinois at Urbana-Champaign

Prof. David M. Lapola  |  São Paulo State University
Prof. Petra Liedl  |  The University of Texas at Austin
Prof. Nghiem Long  |  University of Wollongong – Australia
Prof. Cliff Mallett  |  The University of Queensland
Prof. Sanjoy K. Mitter  |  Massachusetts Institute of Technology
Prof. Christine Nash  |  University of Edinburgh
Prof. Marina A. Petrukhina  |  University at Albany
Prof. Wolfgang Porod  |  University of Notre Dame
Dr. Catherine Powell  |  University of Manchester
Prof. Predrag Radivojac  |  Indiana University
Dr. Cornelia Rumpel  |  Institute of Ecology and Environmental Sciences Paris
Prof. Sinéad M. Ryan  |  Trinity College Dublin
Prof. Rayan Saab  |  University of California, San Diego
Prof. Anastasios Stamou  |  National Technical University of Athens
Prof. R. I. Sujith  |  IIT Madras
Prof. P. S. Thiagarajan  |  Harvard Medical School
Prof. Tejs Vegge  |  Technical University of Denmark
Prof. Sharav Tumenjargal  |  Mongolian University of Life Sciences
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20 TUM-IAS General Assembly

April 28 – 29, 2016

The TUM-IAS General Assembly plays a key role in establishing connections  
between Fellows, Hosts and members of the TUM-IAS community across all dis-
ciplines. Over the course of two days, assembly participants have the opportunity 
to engage in scientific discussions during the talks and poster sessions – or more 
informally at coffee and lunch breaks.

At the 2016 meeting, topics ranged from dynamic supramolecular materials, and 
modeling the Earth’s gravity to 3-D computer vision, sterile neutrinos and dark  
matter, and gendered innovations in science and technology. Once again, the 
diverse range of fascinating research topics both underscored and highlighted 
the true interdisciplinary nature of the Institute. It is always a pleasure to observe 
researchers coming from completely different fields engaging in lively discussions 
and discovering commonalities in their research they had, perhaps, never consid-
ered before. In many cases, “non-obvious” collaborations have their starting point 
at this event.

During the conference dinner, as has been tradition since the founding of the Insti-
tute, the new members of the TUM-IAS community were announced, this past year 
by the Vice President for International Alliances and Alumni, Prof. Hana Milanov. 
In her dinner address, she emphasized the important role TUM-IAS plays in the 
sustainability of TUM’s international strategy. Hana Milanov also highlighted a few 
of the many TUM-IAS success stories in international collaboration via the Hans 
Fischer (Senior) program.

Activities and Events
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22 Program

 
Extracting Molecular Function Patterns From Microbial  
Genomes and Metagenomes 
Yana Bromberg  |  Hans Fischer Fellow

Dynamic Supramolecular Materials 
Job Boekhoven  |  Rudolf Mößbauer Tenure Track Professor
 
Population Epigenetics and Epigenomics 
Frank Johannes  |  Rudolf Mößbauer Tenure Track Professor
 
The Coming of Age of Microfluidics: EDA Solutions for  
Enabling Biochemistry on a Chip 
Tsung-Yi Ho  |  Hans Fischer Fellow 

EmaCure: Enhancing Vascularization Through Autologous Proteins 
Arndt F. Schilling  |  Clinic for Plastic Surgery and Hand Surgery, TUM 

Millimeter-Wave Massive MIMO: M^4 for 5G 
Lee Swindlehurst  |  Hans Fischer Senior Fellow 

Modeling the Earth’s Gravity Field with Ultra-high Resolution 
Christian Hirt  |  Hans Fischer Fellow

Metropolis Nonformal: Contemporary Approaches Towards Mitigating  
und Anticipating Slums on a Planetary Scale 
Christian Werthmann  |  Alumnus Hans Fischer Senior Fellow

Novel Algorithms for 3-D Computer Vision 
Daniel Cremers  |  Gottfried Wilhelm Leibniz Prize Winner 2016

Mathematics for Data-Driven Modeling – The Science of Crystal Balls 
Yannis Kevrekidis  |  Hans Fischer Senior Fellow 

Gendered Innovations in Science and Technology 
Londa Schiebinger (Stanford University)  |  TUM Distinguished Affiliated Professor 
and Member of the TUM-IAS Board of Trustees

Closing Remarks
Ernst Rank  |  TUM-IAS Director

Activities and Events 
TUM-IAS General  
Assembly
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24 International Symposium on Effective Field Theories  
and Lattice Gauge Theory

May 18 – 21, 2016
Organization: Focus Group Physics with Effective Field Theories

The central objective of the TUM-IAS Focus Group on Physics with Effective Field 
Theories is to explore new ways of exploiting this set of techniques, especially in 
concert with lattice gauge theory. For the non-expert, let us note that effective field 
theories disentangle physics at different length scales, so that the best theoretical 
tool can be use at each scale; when the dynamics are strongly coupled, lattice 
gauge theory provides a powerful computational tool. With this concept in mind, 
the Focus Group brought together practitioners in lattice gauge theory with experts 
in effective field theories. Over three-and-a-half days in May 2016, participants 
explored how effective field theories can broaden the range of application of nu-
merical simulations and, conversely, how lattice gauge theory results can enhance 
the predictive power of effective field theories. 

The talks covered many scientific topics in particle physics and nuclear physics. 
For example: How can we pin down the basic parameters of quantum chromo-
dynamics (QCD, the modern theory of the strong nuclear force)? How does QCD 
behave when heated through a phase transition? How can we learn more about CP 
(charge conjugation and parity) violation from quarks and from neutrinos under the 
influence of the strong interactions? How does QCD influence axions, which are 
a candidate source of dark matter? Can lattice methodology be used to solve the 
riddle of quantum gravity? In most cases, a set of talks would be followed by an 
invigorating roundtable discussion.

In addition to the exploration of these topics, the symposium also offered an in-
teresting talk on coarse-graining (i.e., scale separation) in engineering, and another 
two talks on optical lattices, namely macroscopic physical systems with the same 
kinds of symmetry as those governing the interactions of elementary particles. 
Serendipitously, conversations between the speakers presenting the latter two 
topics and a symposium participant helped inspire an innovative paper [1]. While 
the group could not have predicted this specific outcome, such an outcome was 
one of the aims.

On the afternoon of May 21, several participants enjoyed a tour of the optical-
lattice laboratories at the Max Planck Institute of Quantum Optics, located at the 
Garching research campus, and later a stroll through Garching’s historic Mühlen-
park – Mill Park – followed by a pleasant evening at a local Biergarten. 

J. Unmuth-Yockey, J. Zhang, P. M. Preiss, L.-P. Yang, S.-W. Tsai, and Y. Meurice,  [1] 

“Probing the conformal Calabrese-Cardy scaling with cold atoms,” 2016.

Activities and Events
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The full program (including slides) of the event is available at: www.ias.tum.de/events/eftlgt2016.

1  |  Round table discussion “Field theory at finite temperature: alliance of effective field theories and lattice methods” chaired by Nora  

Brambilla (standing left). Panel members from left to right: Harvey Meyer, Peter Petreczky, Alexander Rothkopf, Antonio Vairo and Joan Soto.

http://www.ias.tum.de/events/eftlgt2016


26 International Symposium on Thermoacoustic  
Instabilities in Gas Turbines and Rocket Engines:  
Industry meets Academia
May 30–June 2, 2016
Organization: Focus Group Advanced Stability Analysis

Midway through 2016, the TUM-IAS hosted a four-day symposium on advances  
in thermoacoustic oscillations in gas turbines and rocket engines combustors.  
The event was organized and hosted by Thomas Sattelmayer, a professor of  
Thermodynamics at TUM, together with Bruno Schuermans, a TUM-IAS Rudolf 
Diesel Industry Fellow with General Electric Power. 

Motivation & Objectives 
In both the design and operation of gas turbine combustors and rocket engines,  
it is of crucial importance to understand both the cause of thermoacoustic  
instabilities – and how to prevent them. And despite the apparent methodological 
and phenomenological overlaps between gas turbine and rocket engine technolo-
gies, two almost entirely separate research networks have evolved around both  
industries. And in turn, both industries have developed their own research strate-
gies and methodologies. Currently, the strong overlap is further increasing due to 
recent growing interest in the issue of acoustically non-compact, high-frequency 
oscillations within the gas turbine community. The aim of this symposium was to 
bring together researchers from industry and academia and to provide a forum in 
which synergies between rocket and gas turbine research can be exploited.

Scientific Framework
The symposium sought to provide a novel and unique form of scientific meeting for 
participants and speakers alike. To serve this purpose, the core of the symposium 
was built around nine “classical” sessions featuring the presentation of scientific 
papers on different topics related to thermoacoustic oscillations in gas turbine and 
rocket engines. Additionally, the best papers from the symposium were selected 
through a peer review process for publication in a special issue of the “International 
Journal of Spray and Combustion Dynamics.”

Impact & Outcomes 
The symposium connected academic institutions and industrial companies toge-
ther with research communities and researchers working in the area of gas turbine 
and rocket engine thermoacoustics. It provided an excellent forum in which experts 
could identify overlapping research areas and initiate collaborations. Nine sessions 
covered a range of topics, from physical mechanisms and analysis approaches 
to system optimization. The symposium’s format – inviting nine keynote talks by 
experts – was enthusiastically received by all participants.

Activities and Events
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In total, 54 papers were submitted and presented  
within 22 sessions. Moreover, the symposium 
boasted a very international mix: More than 100  
participants and authors travelled to Munich to attend 
the four-day event from a diverse list of countries:  
the U.S., the U.K., Canada, Japan, Iran, South  
Korea, Australia, Switzerland, France, India, China, 
Italy and Germany. 

The symposium community also got the opportunity  
to select the best scientific and technical papers 
presented over the course of the event. Authors of the 
winning papers were from ETH Zürich and Technische 
Universität Berlin, Germany, and each received a 
small monetary prize.  

To complement the full days of scientific talks and 
conversation, the symposium fostered an atmosphere 
in which experts could engage in a productive  
dialogue, network with fellow researchers and discuss 
ideas for future collaborations and new projects. 
The positive resonance from both speakers and  
attendees will ideally lead to this symposium  
becoming a recurring event in the future.

Each session kicked off with a talk by a leading expert 
from industry or academia. These experts were  
invited to share their views and visions on thermo-
acoustic instability research and the science behind 
the technology, which enriched not only the overall 
scientific quality of the symposium, but also made 
a key contribution to driving the dialogue between 
speakers and participants and academia and industry.  

  Raman I. Sujith  ·  |  Alumnus Hans Fischer  
Senior Fellow, Indian Institute of Technology  
in Madras, India
   · Sebastien Ducruix Centre National de la  
Recherche Scientifique, France
 Mirko Bothien ·  Ansaldo Energia, Switzerland
   · Kwanwoo Kim General Electric, United States
  · Oliver Paschereit Technische Universität Berlin, 
Germany
   · Oliver Knab Airbus Defence & Space, Germany
  Michael Oschwald ·  Deutsches Zentrum für  
Luft-und Raumfahrt, Germany
   · Bill Anderson Purdue University, United States
   · Laurent Selle Institut de Mécanique des Fluides  
de Toulouse, France

1  |  A diverse and international group of experts attended the  

symposium during the summer of 2016.

2  |  Best Paper Award Recipients. From left to right: Thomas  

Sattelmayer, Nicolas Noiray (ETH Zürich), Jonas Moeck (TU Berlin), 

Oliver Paschereit (TU Berlin), Dominik Wassmer (TU Berlin), Bruno 

Schuermans.



28 Activities and Events International Symposium on Networked  
Cyber-Physical Systems (Net-CPS)

September 19 – 20, 2016
Organization: Focus Group Networked Cyber-Physical Systems

Cyber-physical systems (CPS) are technological systems in which physical compo-
nents and cyber components are tightly integrated. CPS have become ubiquitous. 
Inexpensive-yet-powerful devices can communicate, sense and act in their envi-
ronment; intelligent interfaces allow for a more “natural” and rewarding interaction 
between humans and machines; and the global communication and computing 
infrastructure is expanding its reach and increasing its power by the minute. 
This new environment is often referred to as a network-immersed world to empha-
size that humans are now an integral part of the overall system. Networked CPS 
(Net-CPS) emphasize that while in CPS, a key challenge is the modeling, perfor-
mance evaluation and design of the tight integration of cyber and physical compo-
nents, additional critical challenges emerge when such CPS operate in a networked 
setting. The challenges begin with trying to define and model what is actually meant 
by the abstraction of the term “network” in these scenaria. Myriad examples of 
networks abound, including: interconnected and interacting sociotechnical systems; 
social networks over the Internet; heterogeneous energy systems; connected cars 
and smart transportation environments; collaborating robots, or collaborating robots 
and humans, just to name a short sample of diverse network types. Humans are an 
important component of such systems. This is a critical and emerging area which has 
not yet received adequate attention by the research and development community. 
 
Leading scientists in the areas of control, communication and computer science 
gathered for the International Symposium on Networked Cyber-Physical Systems 
(Net-CPS) at the TUM-IAS in September 2016 to discuss the research challenges in 
this emerging and critical area. Internationally renowned experts shared their views 
within the symposium’s three plenary lectures, 12 invited lectures, two panel and 
two poster sessions. More than 90 researchers from Germany and abroad partici-
pated in the event.
 
Important points of discussion included:

1 Networked CPS have very wide and diverse application domains. The trans-
portation, energy and manufacturing sectors are currently the domains in which 
networked CPS is gaining in influence.

2 The scale and complexity of networked CPS grows continuously as inexpensive 
communication, computation and sensing becomes ever more available. Analysis 
and design methods have to measure up in scalability. The effect of a given net-
work and of a network in all its different activities and roles – be it the interaction, 
information sharing, or communication network –  needs to be better understood.
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3 Due to the complexity, multi-physics, multi-time 
scale, and distributed nature of networked CPS, 
modeling poses a significant research challenge. 
Furthermore, the sources and, therefore, the quality 
of models might be heterogeneous – an aspect that  
needs to be considered in analysis and design. The 
combination of model-based and data-based designs 
might be one of the promising routes towards solving 
this issue. The run-time calibration of models using 
data and run-time certification are further topics of 
high relevance. 

4 In addition to performance, safety, security resil-
ience and privacy all constitute important design 
aspects. Reconciling performance with security can 
often lead to contradictory design specifications, for 
example between performance and privacy, for which 
suitable trade-offs need to be determined. Architec-
tural principles for networked CPS are another open 
research challenge.

5 Humans play a significant role in networked CPS. 
Human interaction with a networked CPS occurs 
through interfaces, which requires these interfaces to 

to be efficient and intuitive to use, e.g., user friendly. 
Given the increasing autonomy of networked CPS, it 
is important to determine when human intervention 
is needed and / or desired. Humans further determine 
the quality metrics in many networked CPS applica-
tion domains, for example in transportation and ener-
gy systems. Understanding human decision making, 
human-system interaction / cooperation and human 
quality metrics is of vital importance. Additionally, 
understanding the legal and ethical issues arising with 
increasing network autonomy need to be considered, 
e.g. legal or financial responsibility or culpability in the 
case that a network fails.   

6 Education will need to be adapted to address the 
new challenges raised by networked CPS and the key 
role played by humans. Emphasis on modeling and 
validation methods and tools should be incorporated 
in both undergraduate and graduate classes, as well 
as in the teaching of analytical methods combining 
calculus and logic mathematics. It is also extremely 
important to develop coursework providing hands-
on projects that allow students access to work with 
realistic networked CPS and human elements.



30 Activities and Events Collaborative Workshop on Biomedical Imaging 

November 9 – 11, 2016 
Organization: TUM, TUM-IAS and the Institute of Advanced Studies, Nanyang 
Technological University, Singapore

The TUM-IAS welcomed experts from Singapore’s Nanyang Technological Univer-
sity (NTU) to Munich for a three-day focus on challenges and issues in biomedical 
imaging. The Collaborative Workshop on Biomedical Imaging was jointly organized 
by TUM-IAS and NTU, and covered topics in the areas of clinical applications and 
research – from dynamic imaging in diagnostics to a discussion on medical and 
bioengineering issues.
 
TUM and NTU enjoy a longstanding strategic partnership. The activities between 
these renowned universities range from a very active student exchange to joint 
master programs under the auspices of TUM’s presence in Asia, TUMAsia, as well 
as numerous bilateral research collaborations in a wide range of scientific fields. 
With the recent creation of the TUM School of Bioengineering and the Interdisci-
plinary Center for Cancer Research (TranslaTUM), the joint workshop on biomed-
ical imaging was organized to explore the potential for collaboration within this 
field. The workshop focused specifically on the following themes: BMI in Material 
Science; novel X-ray imaging technologies; optical acoustics; translation of BMI 
in clinical radiology; MR-Imaging with hyperpolarized nuclei; radioisotopes for 
imaging; transmission electron microscopy; molecular imaging in immunology and 
image based modeling.

The goal of the event, which was attended by around 30 experts, was to foster an 
exchange between the two universities to identify common areas of interest and 
complementary expertise. Representatives from each respective institution had 
the chance to learn more about their counterparts’ work in the area of biomedical 
imaging. Of particular interest for experts at TUM was getting to take a closer look 
at the activities at NTU in the field of biomedical photonics, with a specific focus 
on super-resolution microscopy for live cell dynamics investigations. Two days of 
in-depth presentations by NTU and TUM experts were rounded out by a full day 
of on-site lab tours on the last day of the workshop. The tour started with a visit to 
the TUM Institute for Medical Engineering (IMETUM), located at the TUM Garching 
campus. It was followed by a transfer to downtown Munich and a guided tour of 
the TUM Institute for Translational Cancer Research (TranslaTUM) and the TUM 
Institute of Molecular Immunology and Experimental Oncology at the University 
Hospital Klinikum rechts der Isar.

Imaging 
November 9– 11, 2016

 
Institute for Advanced Study
Technische Universität München

This workshop is jointly organized by Technical University of Munich (TUM)  
and Nanyang Technological University (NTU).

www.tum-ias.de

Location: TUM Institute for Advanced Study, Lichtenbergstraße 2 a, 85748 Garching 

Registration: www.tum-ias.de/tum-ntu2016 

Workshop on

Biomedical 

Yehuda Cohen (NTU) 

Hendrik Dietz (TUM) 

Russell Gruen (NTU) 

Balázs Gulyás (NTU) 

Axel Haase (TUM) 

Percy Knolle (TUM) 

Murukeshan Vadakke Matham (NTU) 

Thomas Misgeld (TUM) 

Franz Pfeiffer (TUM) 

Kanyi Pu (NTU) 

Daniela Rhodes (NTU) 

Sara Sandin (NTU) 

Markus Schwaiger (TUM) 

Swee Hin Teoh (NTU) 

Dirk Wohlleber (TUM) 

Invited Speakers:
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1  |  Experts from TUM, TUM-IAS and NTU met in Munich for the Collaborative Workshop on Biomedical Imaging in November 2016.



32 ESO/TUM-IAS Masterclass in Ethical Counseling  
in Oncology and Gender Issues

November 23 – 24, 2016
Organization: Focus Group Biomedical Humanities

Activities and Events

Together with the European School of Oncology (ESO), which provided financial 
support, the TUM-IAS presented the Masterclass in Ethical Counseling in Oncology 
and Gender Issues.

The two-day conference in November 2016 tackled issues pertaining to the ethi-
cal controversies and difficult decisions facing researchers, clinicians, patients and 
caregivers in the day-to-day operation of a hospital oncology department – and the 
diagnosis and treatment of cancer patients. Frequently, these issues become en-
tangled in moral values, religious beliefs, legal constraints, professional duties and 
medical guidelines, which add layers of complexity to biomedical decision-making. 
Moreover, many of the decisions made in relation to a patient’s diagnosis and care 
can be strongly influenced by gender issues. As a consequence, decision-makers 
often find themselves stuck in a sort of “ethical-decisional paralysis.” It is a situa-
tion which spurs the necessity for ethical counselors and counseling services – not 
only to support the ethical decision-making of both patients and physicians, but to 
do so  without weakening the autonomy of the former or relieving the responsibility 
of the latter. The Masterclass in Ethical Counseling in Oncology and Gender Issues 
was chaired by Mariacarla Gadebusch Bondio (Institute for History and Ethics of  
Medicine, TUM) and Giovanni Boniolo (Dipartimento di Scienze Biomediche e 
Chirurgico Specialistiche of the Università di Ferrara & TUM-IAS). 

The Scientific Board included Marion Kiechle (Gynecological Clinic, TUM), Fedro A. 
Peccatori (ESO) and a very internationally renowned faculty: Marco Annoni (National 
Research Council, CNR, Rome); Luigi Grassi (Dipartimento di Scienze Biomediche 
e Chirurgico Specialistiche, Università di Ferrara); Ingo F. Herrmann (Reflux Center 
Düsseldorf); Peter Herschbach, (Psychosocial Oncology, TUM); David Teira,  
(Departamento de Lógica, Historia Filosofia de la Ciencia, UNED Madrid); Lea Baider 
(Hadassh Medical School, Oncology Institute, Jerusalem). The masterclass was well 
visited with 30 registered participants from European and international organizations, 
and included the participation of ten TUM faculty members. 

The overall goal of the masterclass was to equip participants with a set of philo-
sophical and ethical tools – skills and ideas that would allow them to positively 
cope with decisions related to their day-to-day work with cancer patients and their 
families. A particularly strong focus was placed on improving ethical skill sets for 
medical specialists, and providing oncologists and specialists in other areas of 
medicine with a philosophy-based methodology from which to approach contro-
versial clinical cases by using real-life examples involving gender issues.



33Liesel Beckmann Symposium: Ethical Counseling in the 
Age of Personalized Medicine and Diversity Issues

November 25, 2016
Organization: Focus Group Biomedical Humanities

In late November 2016, the TUM-IAS hosted the annual Liesel Beckmann Sympo-
sium, this time with a focus on ethics in medicine: Ethical Counseling in the Age of 
Personalized Medicine and Diversity Issues. 

The aim of the one-day conference was to investigate how the need for services 
providing ethical decision-making support has grown in the age of globalization 
and personalized medicine. Starting with the premise that ethical controversies and 
difficult ethical decisions in the daily activities of a hospital are strongly influenced 
by gender issues, cultural differences, moral values and religious beliefs, partici-
pants focused on how the quality of these ethical decisions can be increased. 

The conference was chaired by Mariacarla Gadebusch Bondio (Institute for History  
and Ethics of Medicine, TUM), and Giovanni Boniolo (Dipartimento di Scienze  
Biomediche e Chirurgico Specialistiche, Università di Ferrara & TUM-IAS).  
Chiara Mannelli (Università di Torino) served as scientific coordinator.

The speakers, who came from several European countries and from abroad,  
approached the topic from three different perspectives: ethical counseling, diversity 
and personalized medicine. Giovanni Boniolo opened the conference with a talk on 
ethical counseling and diversity. Mark Sheehan (Ethox Centre Oxford) focused on 
the relationship between ethical counseling and authority; Marta Spranzi (Université 
de Versailles St-Quentin-en-Yvelines) discussed the impact of culture and religion 
in clinical ethics consultation. Maya Sabatello (Columbia University, New York),  
Silke Schicktanz (Georg-August-Universität Göttingen), Ruth Chadwick (Cardiff 
University) and Mariacarla Gadebusch-Bondio (TUM) emphasized how personal-
ized medicine in its different forms can generate ethical questions and conflicts. 
Even though an airline strike prevented Ruth Chadwick from participating in person, 
she was able to join via Skype.

Activities and Events



34 Activities and Events The TUM-IAS “Neighbors in Garching” Lecture Series:  
So what exactly is it that you do in Garching? 

A peek behind the scenes at the work being done 
by researchers in Garching

Several times a year, the TUM-IAS opens its doors to interested neighbors from the 
region for a regular “science Sunday matinee” throughout the year.

The TUM-IAS “Neighbors” series was an immediate hit when it debuted back in 
2013. Former Institute director, Prof. Gerhard Abstreiter, came up with the concept 
as a way to answer the question he was always getting from area locals: “So what 
exactly is it that you do at the Garching campus?” He envisioned the series as a way 
to get the local community and neighbors living around TUM’s Garching campus 
more involved in the fascinating research going on right next door to them – and 
start a true dialog with our neighbors. In the meantime, many “Neighbors” regulars 
to the talks say the Sunday science presentations have become a favorite part of 
their weekend. 

Around three to five times each year, TUM-IAS welcomes the public in on a Sunday 
morning for a mix of cutting-edge science and more traditional, German-style  
“coffee and Brez'n” Sunday morning atmosphere. We feature an informal talk by  
a well-known scientist – either an expert from the university, or from one of our  
campus neighbors like the Max Planck Institute of Plasma Physics or Leibniz  
Supercomputing Center. The challenge for our scientists? To make their work  
accessible and exciting for the diverse, general-public audiences in attendance, 
and to ensure that even the non-scientists in the crowd get a good understanding 
of the oftentimes complex scientific research. 

On average, the talks draw a respectable crowd of around 80 – with a diverse mix 
of people from nearby communities ranging in age from grade school to retirement 
age. In around 45–60 minutes, TUM and Garching campus scientific experts,  
professors and researchers take their audiences on a scientific journey to give 
them a peek into a world of fascinating research and scientific breakthroughs. 
Topics cover a wide spectrum of topics and answer questions such as: “Why does 
anyone need a super computer?” or “What exactly is a black hole?” and “What’s 
the coldest object in the Universe?” Following the talks, audience members get the 
opportunity to ask follow-up questions and talk directly with the experts over a cup 
of coffee and fresh-baked pastries. 

die

in Garching?

 Was  machen 
 eigentlich 
 unsere 
 Nachbarn,

Forscher,

Das TUM Institute for Advanced Study  
lädt zur Wissenschafts-Matinee

Sonntag, 10. April 2016  
Sonntag, 17. Juli 2016

Was machen eigentlich unsere 
Nachbarn, die Forscher, in Garching?
 
Wie kann man das Verhalten von Fußgängern vorher
sagen? Wie beeinflusst die Atmosphäre die Entwicklung 
von Lebewesen und welchen Einfluss haben Klimaverän
derungen? Um diese und viele andere Fragen dreht sich 
die Wissenschafts-Matinee am Sonntagvormittag, bei der 
bekannte Wissenschaftler/-innen ihre Arbeit einem bunt 
gemischten, nichtwissenschaftlichen Publikum vorstellen.   
Der Eintritt ist frei. Eine Anmeldung ist nicht notwendig.

Das Institute for Advanced Study der Technischen 
Universität München (TUM-IAS) fördert innovative, 
risikoreiche Spitzenforschung an der TUM in Kooperation 
mit renommierten internationalen Forschungsinstituten 
und der Industrie.

Veranstaltungsort: Forschungscampus Garching, 
TUM Institute for Advanced Study, Auditorium, 
Lichtenbergstrasse 2 a, 85748 Garching 
Tel +49.89.289.10550, www.tum-ias.de 
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 April 10  Lecture Series Neighbors in Garching  
Pedestrian Simulation Reaching the Destination, Step by Step. 

  Organization: TUM-IAS
   Speaker: Prof. André Borrmann (Computational Modeling and Simulation, TUM)

 July 17  Lecture Series Neighbors in Garching  
Climate Change – The Interaction between the Atmosphere and Life on Earth 

  Organization: TUM-IAS
   Speaker: Prof. Fritz E. Kühn (Molecular Catalysis, TUM)

 October 30  Lecture Series Neighbors in Garching  
Using DNA to Build Molecular “Machines” 

  Organization: TUM-IAS
   Speaker: Prof. Hendrik Dietz  |  Carl von Linde Senior Fellow
 



36 Fellows’ Lunches

Typically once a month, the TUM-IAS invites its Fellows, Honorary Fellows, Host 
professors and other community members to lunch for an afternoon of food and 
exchange of ideas. This tradition has, in the meantime, become a favorite of ours 
for two main reasons: First, it provides a great opportunity to hear more about the 
fascinating work our members are currently focused on. Over the course of 2016, 
for example, Fellows’ lunchtime talks covered as diverse a range of topics as 
material and environmental sciences, modeling human skill, genomics and compu-
tational mechanics as well as particle physics. It’s the discussion after the informal 
presentation, though, that is usually just as interesting! The lunchtime presenter gets 
the chance to explain his or her work to a range of scientists and experts working 
in oftentimes very different disciplines – and with very different backgrounds. 

Secondly, and just as important, the main purpose of the Fellows’ Lunches is to 
bring our community together – to provide a space where we can all gather on a 
regular basis and encourage the free flow of ideas and interaction. These lunches 
truly embody what the TUM-IAS is all about – we’re always amazed and inspired 
by watching a group of scientists from a disparate mix of backgrounds and disci-
plines coalesce and then form new and unexpected bonds. Whether it’s identifying 
common research interests with colleagues from different areas or hitting upon all 
new ideas, the Fellows’ Lunches truly do offer food for thought.

Activities and Events

 February 1  Bio-inspired Strategies for Materials Sciences 
Prof. Job Boekhoven  |  Rudolf Mößbauer Tenure Track Professor

 March 7  Novel Measurements with an Environmental Impact:  
Lead in Bones, CO2 Fluxes in Forests, Methane in the Neighborhood 
Prof. Steven C. Wofsy (Atmospheric and Environmental Science,  
Harvard University)  |  August-Wilhelm Scheer Visiting Professor

 May 23   Modeling and Measuring Human Skill 
Prof. Gregory D. Hager  |  Hans Fischer Senior Fellow

 July 14  Prediction of Genetic Value of Animals and Plants Using Massive Genomic data 
Prof. Daniel Gianola  |  Alumnus Hans Fischer Senior Fellow

 October 6  Advanced Numerical Simulation via Isogeometric Analysis: Towards New  
Frontiers for Computational Mechanics 
Prof. Alessandro Reali  |  Hans Fischer Senior Fellow

 November 7  When Beauty (of Elementary Particles) Decays 
Dr. Andreas Kronfeld  |  Hans Fischer Senior Fellow



37Scientists Meet Scientists – Wednesday Coffee Talks

Launched in 2013 as an informal exchange of ideas for the TUM-IAS community, 
the Wednesday Coffee Talks have, in the meantime, become a veritable institu-
tion at the university – one of the most popular and well-known weekly “rituals” at 
TUM. The brainchild of former Institute director, Gerhard Abstreiter, the coffee talks 
take place in the spacious “chillax” atrium lounge on the 1st floor of the TUM-IAS, 
and fill the gap between formal science presentation and relaxed coffee break. 
Whether student, staff or academic faculty member, everyone working at TUM has 
a standing invitation to join the TUM-IAS family on Wednesdays. The talks start 
with coffee and seasonal sweets, then visitors get to sit back on the inviting, bright 
orange modular sofas filling the atrium to hear about some of the most important 
and interesting research work currently being done in a broad variety of disciplines. 
In 2016, “Coffee Talk” topics ran the gamut from X-ray technology through to tack-
ling water quality issues and solving mysteries of the Universe to using algorithms 
to predict which “Game of Thrones” character would perish next in the popular 
television series. 

On most Wednesdays, the TUM-IAS “living room” fills up quickly with a motley 
crew of students, Fellows, visiting professors, heads of department, university staff 
and other guests in anticipation of what some call their “weekly free tutorial.”  
The Wednesday Coffee Talks perfectly embody the spirit of the TUM-IAS, in that 
they bring people together from a disparate mix of backgrounds and disciplines – 
which almost always makes for exciting presentations followed by lively conversa-
tion, new discoveries and fertile ground for future collaboration. 

 January 13  Dr. Kaye Morgan on the world’s first mini particle accelerator for high-brilliance 
X-rays at TUM (MuCLS)

 January 20  Prof. Markus Disse on sustainable oasis management in China’s largest  
cotton-growing region

 January 27  Prof. Thomas Letzel on developing a worldwide screening system for preventative 
water sample analysis (FOR-IDENT)

 February 3  Dr. Kai Müller on dynamics of semiconductor quantum bits (qubits)

 February 10  Prof. Horst Kessler on the development of ligands addressing subtypes of cell 
adhesion receptors (integrins) selectively

 April 6  Dr. Tamara Zietek on organoids exhibiting essential functions of a real intestine

 April 13  Prof. Peter Müller-Buschbaum on optimized printing processes enabling  
custom organic electronics

 April 20  Dr.-Ing. Daniel Renjewski on developing the robot ATRIAS whose gait comes closer 
than ever before to that of humans

Activities and Events



38  April 27  Prof. Thomas F. Fässler on new approaches for hybrid solar cells 

 May 4  Prof. Nikolaus A. Adams on numerical modeling of shock-interface interactions  
and the resulting challenges for HPC systems

 May 11  Prof. Ingrid Kögel-Knabner on humus depletion as a possible result  
of climate change

 May 25  Prof. Anca Muscholl on automated synthesis of controllers for distributed programs

 June 1  Dr. Alexander Groh on the “high-order” thalamus and its elucidated role in  
processing sensory perceptions 

 June 8  Prof. J. Leo van Hemmen on internally coupled ears enabling directional  
hearing in animals 

 June 15  Prof. Heiko Briesen on the interaction of chocolate ingredients at  
the molecular level

 June 22  Prof. em. Erwin A. Schuberth on the interplay of magnetism, nuclear spin,  
and nonclassical superconductivity

 June 29  Prof. Fritz Busch on developing smart assistance systems for urban driving and  
the role of pedestrian simulators

 July 6  Tatyana Goldberg on computer algorithms predicting next charakters to be  
eliminated in “Game of Thrones”

 July 13  Prof. Ulrich Heiz on sub-nanometer catalysts and the elucidated role of particle 
shape and size regarding hydrogenation reactions

 October 19  Prof. Thomas A. Wunderlich on a new measurement method enabling precise 
orientation on shaft floors which was developed in the context of the work in the 
Gotthard Base Tunnel in Switzerland

 October 26  Prof. Elisa Resconi on the origin of the highest energetic cosmic particles ever 
observed, a 100 years old puzzle

 November 2  Dr. Eva M. Herzig on time-resolved measurements on structural evolution in  
printed solar cells and possibilities for structural control at the nanoscale

 November 9  Prof. Willi Auwärter on hybrid material opening the door to new possibilities  
in graphene applications 

 November 16  Prof. Andreas Bausch on colloidal structure formation by kinetic arrest

 November 23  Prof. Tom Nilges on a double-helix structure discovered in an inorganic material

 November 30  Dr. habil. Thomas Clavel on a new bioinformatics tool for searching  
bacterial sequencing data

 December 14  Dr.-Ing. Georg Böcherer on a novel modulation approach fostering higher  
transmission capacity

 December 21  Dr. Markus Heyl on a new protocol to detect entanglement of many-particle  
quantum states using established measuring methods     



39 January 18 – 20  Symposium Selected Topics in Science and Technology (in the framework of  
the selection process regarding the Rudolf Mößbauer Tenure Track Professorships)

  Organization: TUM-IAS

 January 20  TUM Water Cluster Lecture Series At the Confluence: Nutrients,  
Trace Chemicals, and Sustainability in the Urban Water Sector 
Speaker: Prof. Nancy Love (University of Michigan)  
Organization: TUM Water Cluster, IGSSE, TUM-IAS

 January 26  Inaugural Lecture Integrative Dynamical Biology: How to Model and  
What We Learn from Protein Dynamics 
Speaker: Prof. Carlo Camilloni  |  Rudolf Mößbauer Tenure Track Professor

 January 28  Talk Optimal Control of Spin Systems with Applications in Magnetic  
Resonance Imaging  
Speaker: Prof. Dominique Sugny  |  Hans Fischer Fellow

 February 5  Symposium Micro-Nano Mechatronics/Robotics
  Organization: Prof. Martin Buss  |  Carl von Linde Senior Fellow

 February 19  Speaker Series on New Frontiers in Battery Science and Technology From Metast-
able Oxides to Battery Materials – Perspectives from a Solid State Chemist 
Speaker: Dr. Dominik Weber (Justus-Liebig-University Gießen) 
Organization: Dr. Peter Lamp  |  Rudolf Diesel Industry Fellow

 March 9 – 11  20th International ITG Workshop on Smart Antennas 
Organization: Chair for Circuit Theory and Signal Processing, TUM 
Speaker: Prof. A. Lee Swindlehurst  |  Hans Fischer Senior Fellow et al.

 March 14 – 15  Munich Battery Discussions Electrode-Electrolyte Interface (EEI) –  
from Fundamentals to Cell Manufacturing 
Organization: Dr. Peter Lamp  |  Rudolf Diesel Industry Fellow, 
Prof. Hubert Gasteiger (Technical Electrochemistry, TUM)

 March 14 – 18  Workshop on Isogeometric Finite Element Data Structures  
based on Bézier Extraction 
Organization: Chair for Computation in Engineering, TUM 
Speaker: Prof. Alessandro Reali  |  Hans Fischer Fellow et al.

 March 24  Speaker Series on New Frontiers in Battery Science and Technology  
Probing Active/Functional Sites in Perovskites and 2D Materials  
with Advanced Electron Microscopy Techniques 
Speaker: Prof. Vaso Tileli (École Polytechnique Fédérale de Lausanne) 
Organization: Dr. Peter Lamp  |  Rudolf Diesel Industry Fellow

 April 25  Inaugural Lecture High-Resolution Insights into Amyloid Cell Toxicity 
Speaker: Prof. Ayyalusamy Ramamoorthy  |  Hans Fischer Senior Fellow 

Events 2016



40  April 27  TUM Water Cluster Lecture Series Floods in a Changing World 
Speaker: Prof. Günter Blöschl (TU Wien) 
Organization: TUM Water Cluster, IGSSE, TUM-IAS

 April 28 – 29  TUM-IAS General Assembly

 May 18 – 21  Symposium Effective Field Theories and Lattice Gauge Theory 
Organization: Dr. Andreas Kronfeld  |  Hans Fischer Senior Fellow, 
Prof. Nora Brambilla (Particle Physics and Nuclear Physics, TUM)

 May 19  Workshop Ethical Counselling in the Age of Personalized Medicine  
and Multicultural Diversity 
Organization: Prof. Giovanni Boniolo  |  Anna Boyksen Fellow,  
Prof. Mariacarla Gadebusch Bondio (Institute for History and  
Ethics of Medicine, TUM)

 May 25  TUM Water Cluster Lecture Series Advanced Wastewater Treatment Systems 
and Upgrade to High Quality Process Water for Reuse Purposes 
Speaker: Dipl.-Ing. Heribert Möslang (Aquantis GmbH) 
Organization: TUM Water Cluster, IGSSE, TUM-IAS

 May 30 – June 2  International Symposium Thermoacoustic Instabilities in Gas Turbines and 
Rocket Engines: Industry meets Academia 
Organization: Dr. Bruno Schuermans  |  Rudolf Diesel Industry Fellow,  
Prof. Thomas Sattelmayer (Thermodynamics, TUM)

 May 31  Inaugural Lecture Biologically Inspired Supramolecular Materials 
Speaker: Prof. Job Boekhoven  |  Rudolf Mößbauer Tenure Track Professor

 June 20  Talk Towards a Rigorous Framework for MBSE and Applications 
Speaker: Prof. John Baras  |  Hans Fischer Senior Fellow



41 June 20 – 21  Workshop Hybrid Simulation Methods in Fluid Dynamics: Models,  
Software and Applications 
Organization: Prof. George Biros  |  Hans Fischer Fellow, 
Dr. Philipp Neumann (Scientific Computing, TUM)

 June 29  TUM-IAS Summer Faculty Day

 July 6  TUM Water Cluster Lecture Series Workshop: Research Strategies  
for Resilient Water Systems 
Organization: TUM Water Cluster, IGSSE, TUM-IAS

 July 14  Kick-off Symposium Sterile Neutrinos and Dark Matter  
Organization: Dr. Thierry Lasserre  |  Hans Fischer Senior Fellow

 July 14  Talk Expanding the Genetic Code – Chemistry in Living Systems 
Speaker: Prof. Kathrin Lang  |  Rudolf Mößbauer Tenure Track Professor

 September 19 – 20  International Symposium Networked Cyber-Physical Systems (NET-CPS 2016)
Organization: Prof. John Baras  |  Hans Fischer Senior Fellow, 
Prof. Sandra Hirche (Information-oriented Control, TUM)

 September 20  International Symposium Clinical Cell and Tissue Engineering  
(TUM-IAS Focal Period 2016) 
Organization: Prof. Dirk H. Busch (Institute for Medical Microbiology,  
Immunology and Hygiene, TUM), 
Prof. Dietmar W. Hutmacher  |  Alumnus Hans Fischer Senior Fellow

 September 30  Speaker Series on New Frontiers in Battery Science and Technology  
Evaluation of Lithium Thiophosphates for the Application as Solid Electrolytes 
in All-Solid-State Batteries 
Speaker: Dr. Stefan J. Sedlmaier (Karlsruhe Institute of Technology) 
Organization: Dr. Peter Lamp  |  Rudolf Diesel Industry Fellow

 October 7  Speaker Series on New Frontiers in Battery Science and Technology  
Unprecedented Heterostructured Cathode Materials for Advanced Li-ion  
Batteries: Multiphase Lithium Deficient Lix(Ni1/3Mn1/3Co1/3)O2 (x<1.0) 
Speaker: Prof. Sung-Jin Cho (North Carolina A&T State University)

  Organization: Dr. Peter Lamp  |  Rudolf Diesel Industry Fellow

 October 12 – 14  Conference Conditional Independence Structures and Extremes 
Organization: Prof. Claudia Klüppelberg  |  Alumnus Carl von Linde Senior Fellow, 
Prof. Steffen L. Lauritzen (University of Copenhagen)

 
 October 19  TUM Water Cluster Lecture Series From Science to Policy in the Water World – 

Work at the German Environment Agency 
Speaker: Dr. Lilian Busse, German Environment Agency 
Organization: TUM Water Cluster, IGSSE, TUM-IAS



42  October 20  Symposium Electrochemical Energy Conversion and Storage in honor of  
Prof. Ulrich Stimming’s 70th Birthday  |  Alumnus Carl von Linde Senior Fellow 
Organization: TUM Physics, Informatics and Chemistry Department,  
MSE, TUM-IAS

 October 22  Tag der offenen Tür 
Talk Lebende Medikamente: Gabe von T-Zellen zur Therapie  
von Krebs und Infektionen 
Speaker: Prof. Dirk H. Busch (Institut für Medizinische Mikrobiologie,  
Immunologie und Hygiene, TUM) 
Talk Was hat Physik mit Krebsforschung zu tun? 
Speaker: Prof. em. Bernhard Schrefler  |  Hans Fischer Senior Fellow

 October 28  Symposium Flavor Physics in honor of Prof. em. Andrzej Buras’ 70th Birthday   
Alumnus Carl von Linde Senior Fellow 
Organization: Prof. Martin Beneke (Theoretical Elementary Particle Physics, TUM)

 
 November 2 – 4  Symposium Land-Use/Transportation Modeling 

Organization: Prof. Rolf Moeckel  |  Rudolf Mößbauer Tenure Track Professor

 November 9 – 11  TUM-IAS NTU-IAS Joint Workshop Biomedical Imaging 
Organization: Prof. Franz Pfeiffer  |  Carl von Linde Senior Fellow

 November 22  TUM Water Cluster Lecture Series Seeing Things Differently: Rethinking  
the Relationship Between Data, Models, and Decision-Making 
Speaker: Prof. Ty Ferre (University of Arizona) 
Organization: TUM Water Cluster, IGSSE, TUM-IAS

 November 23 – 24  ESO/TUM-IAS Masterclass Ethical Counselling in Oncology and Gender Issues 
Organization: Prof. Giovanni Boniolo  |  Anna Boyksen Fellow, 
Prof. Mariacarla Gadebusch Bondio (Institute for History and Ethics of Medicine, TUM)

 November 25  Liesel Beckmann Symposium Ethical Counselling in the Age of Personalized 
Medicine and Diversity Issues 
Organization: Prof. Giovanni Boniolo  |  Anna Boyksen Fellow,  
Prof. Mariacarla Gadebusch Bondio (Institute for History and Ethics of Medicine, TUM)

 November 28  Symposium Experimental Semiconductor Physics in honor of Prof. em. Gerhard 
Abstreiter’s 70th Birthday (former TUM-IAS Director) 
Organization: Prof. Jonathan Finley (Semiconductor Quantum Nanosystems, TUM)

 
 December 14  TUM-IAS Winter Faculty Day
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Clinical Cell and Tissue Engineering Focal Period
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47Clinical Cell and Tissue Engineering

Interviewer: Erica Gingerich
Interviewed scientists: Prof. Dirk Busch, Prof. Dietmar W. Hutmacher,  
and Prof. Stanley Riddell

 

On the surface, medical therapies designed to treat diseased  

human tissue – cancer, for example – don’t ostensibly have  

much in common with therapies designed to grow human tissue, 

such as the reconstruction of large bone defects. The TUM-IAS 

has brought together an interdisciplinary group of experts  

exploring how two different approaches to cell and tissue  

engineering – clinical cell purification, processing and therapy 

(CT) and tissue engineering and regenerative medicine (TE&RM) – 

might converge. In recent years, both CT and TE&RM have  

received increasing attention in the development of innovative  

and highly effective therapies for a growing range of illnesses  

and diseases. 

Although coming from different research directions, leading experts from the 
TUM-IAS Clinical Cell Processing and Purification Focus Group and the  
Regenerative Medicine Focus Group have identified the synergies between their 
respective research areas, and collaborated for the TUM-IAS Clinical Cell and 
Tissue Engineering Focal Period for a workshop from September 20 – 22, 2016. 

The major goal of the Focal Period group concept was to bring existing exper-
tise at the TUM-IAS in TE&RM together with the TUM biomedical community in 
order to foster both fundamental and cutting-edge translational research in this 
rapidly emerging research field. With the establishment of its Graduate School 
of Bioengineering in 2015, TUM committed itself to strengthening its academic 
activities in this globally emerging research area. Biomedical engineering com-
prises one of the main pillars in this program, and TUM places a strong emphasis 
on translating technology developments into defined clinical applications.

In Focus

Excerpts from an  
interview on Nov. 28,  
2016



48 TUM-IAS Cell Processing and  
Purification Focus Group  
(CT Focus Group)

Heading up the CT Focus Group, Hans Fischer Senior 
Fellow, Prof. Stanley (Stan) Riddell, is a professor 
with the Department of Medicine at the University of 
Washington (USA) and Director of the Immunotherapy 
Integrated Research Center at the Fred Hutchinson 
Cancer Research Center in Seattle (USA). His TUM 
host is Prof. Dirk H. Busch, the Chair of the Institute 
for Medical Microbiology, Immunology and Hygiene 
at the TUM School of Medicine. The CT Focus Group 
is working on the development of advanced and 
integrated cell processing platforms and the use of 
genetic modification of patient-derived immune cells 
to fight disease. In recent years, researchers have 
made major strides in the development of immuno-
therapies that utilize a highly purified and genetically 
engineered T cells to combat certain types of can-
cer and infections. Focus Group researchers have 
already success fully demonstrated that they can 
treat life-threatening infections, like cytomegalovi-
rus, that occur in patients undergoing bone marrow 
transplanta tion. Furthermore, the first applications 
of this approach for cancers, like B cell leukemia or 
lymphoma, have been undertaken by introducing a 
tumor-specific receptor into a patient’s own T cells, 
and demonstrated very promising results. In many pa-
tients treated with these genetically enhanced T cells 
that recognize and attack cancer cells, “the tumor 
literally melts away,” according to Stan Riddell. 

TUM-IAS Regenerative Medicine  
Focus Group (RM Focus Group)

Hans Fischer Senior Fellow, Prof. Dietmar W.  
Hutmacher, is with the Chair in Regenerative  
Medicine and Director of the ARC Centre in Additive 
Biomanufacturing at the Institute of Health and  
Biomedical Innovation, Queensland University of  
Technology (Australia.) He shares leadership of the  
RM Focus Group together with Prof. Arndt F. Schilling,  
and Prof. Hans-Günther Machens, TUM Clinic for 
Plastic Surgery and Hand Surgery. The group’s focus 
is tackling the lack of functional integration between 
tissue-engineered constructs (TECs) and surrounding 
host tissues, which poses a critical barrier that limits  
the effectiveness and clinical translation of current soft  
tissue interface graft technologies. The overarching goal 
of the RM Focus Group is addressing this challenge 
through the development of highly adaptable platform 
technologies in fields such as breast and lymph node 
tissue engineering, for example. Through this project, 
an international network spanning scientists, engineers, 
clinicians, industry and government will be established 
to accelerate the pace of regenerative medicine re-
search that targets the reconstruction of complex soft 
tissue interface abnormalities and defects. The RM 
Focus Group also has the objective of developing a 
world-class TE&RM program that will be focused on 
additive tissue manufacturing (e.g. 3-D printing of tissue 
using human cells) for the regeneration of soft tissue 
interfaces, specifically for breast reconstruction. 
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In an interview at the end of November 2016, 

Erica Gingerich (EG) with the TUM Corporate 

Communications Center and TUM-IAS sci-

ence writer, caught up with Dirk Busch (DB) 

at his office in downtown Munich. He was 

joined by Stan Riddell (SR), who had just ar-

rived from the U.S. to accept the accolade of 

TUM Ambassador from President Wolfgang 

A. Herrmann. Dietmar W. Hutmacher (DWH) 

stayed up into the early hours of the morning 

on the other side of the globe in Australia to 

join the conversation via Skype to talk about 

the Focal Period collaboration.

Erica Gingerich, Dietmar W. Hutmacher, Stan Riddell and Dirk Busch

EG: Perhaps we could start with some background 
about your work together in each respective Focus 
Group – and about what convinced you to join forces 
for the Clinical Cell and Tissue Engineering Focal 
Period in September 2016.

DB: Looking at the CT Focus Group, my collaboration 
with Stan started with some very basic questions on 
how the immune system works, and subsequently,  
we asked how this knowledge could be used to  
develop targeted therapies for diseases such as 
cancer. The idea of using immune cells for therapy 
has been around for a long time – we consider this 
sort of therapy as having a “living drug” – unlike with 
a pill, chemotherapy or radiation, we use living lym-
phocytes, in our case, T cells. To make a long story 
short: What we’ve identified through our work togeth-
er is that it matters what kind of T cell, what subtype, 
you use for a specific therapy. 
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Another topic we are working on is learning more 
about the characteristics a specific receptor has to 
have to offer the most effective targeted therapy. I 
think this field has seen dramatic developments in 
recent years. We nowadays have the ability to equip 
immune cells with receptors that can “see” only de-
fined targets when introduced into the human body, 
for example, a cancer cell or an infected cell.

SR: At the beginning of the CT Focus Group, the idea 
was to take some of the technologies that Dirk had 
developed and see if we could apply them to the real 
world of clinical cell therapy. At that time, we were 
working on optimizing certain receptors that we could 
put into patient-derived T cells that would target 
some types of human cancer. What is remarkable is 

that over the course of the Focal Period, this tech-
nology has actually been applied in the first patients. 
We’re now treating patients with very defined cell 
populations, which is something that distinguishes 
the approach we’ve taken from other groups in the 
field. They’re not defining – at the level that we are – 
exactly what cell types they’re modifying to put into 
patients. The work in Dirk’s lab, particularly, has given 
us even deeper insight into the fundamental differ-
ences between the various cells we might use for 
therapy. This information will allow us in the future to 
be more selective about the cells that we engineer 
and improve outcomes – both in terms of safety and 
effectiveness.

EG: You mention that you’ve already introduced these 
cells into patients and successfully treated cancer that 
is resistant to other therapies – what are some of the 
results you’ve seen so far?

SR: We are treating patients who have blood cancers 
– leukemias and lymphomas – and we engineer the 
cells with a receptor that redirects them to recognize 
and kill those tumors. And as Dirk has said, this is a 
living therapy, so you may need to put in just a very 
small number of cells. And these cells will multiply in 
the patient until the tumor is eliminated. Using this 
approach, we’ve already treated more than 150 pa-
tients – patients who have failed all other treatments, 
and have no further treatment options. The remission 
rates – meaning complete elimination of measurable 
cancer cells – are as high as 90 percent for acute 
lymphoblastic leukemia. So this is really revolution-
izing how we think about using the immune system to 
treat cancer. It comes back to the idea that by under-
standing the behavior and capabilities of the cells that 
you’re using in this therapy and their ability to LAST in 
the patient, we are entering a period in which we can 
examine expanding this cell therapy to many types 
of cancers. Dirk is already doing this in the clinic with 
infectious diseases, which doesn’t require engineer-
ing. He can select virus-specific T cells out of periph-
eral blood of stem cell donors, and use them to treat 
patients with certain viral infections after bone mar-
row transplants. 

Stan Riddell



51DWH: Ultimately, what really joins these two Focus 
Groups is that we are both using cells in our therapy 
concepts. And that’s how Dirk, Stan and I actually 
got together. In our discussions, we were developing 
ideas about how to synergize our expertise from the 
fields of immune therapy and regenerative medicine 
to develop ground-breaking concepts – to really mag-
nify both fields. The RM Focus Group approaches 
the topic from the perspective that you have a tissue 
defect – for example, a large bone defect based on 
a trauma or tumor removal. Or, from a soft tissue 
perspective, you have breast cancer that necessitates 
the removal of the breast – but then after the cancer 
is treated, you want to regenerate the tissue. 

In regenerative medicine, we try to rebuild tissue by 
also using cells – yet with a different approach than 
the one which is currently being used in immune 
therapy. We combine cells with what is defined as a 
scaffold, because we really need the structural sup-
port to rebuild tissue, whereas with immune therapy 
based on the concept developed by Stan and Dirk, 
we inject T cells into the blood stream that subse-
quently proliferate and migrate to the site of infection 
or into the tumor tissue to destroy it. We start with 
something which is empty, and then we want to build 
up volume. 

Our group specializes in using 3-D printing to fab-
ricate patient-specific scaffolds. This technology 
allows us to run computer simulations to shape the 
volume as well as the form of the tissue we want 
to build. We use so-called additive biomanufactur-
ing technologies to design and fabricate the scaf-
folds, and then add the patient’s own cells with the 
goal of generating a lot of extracellular matrix. And 
then – similar to immune cell therapy – the cells and 
scaffold are implanted and interact with the patient’s 
own body cells to regenerate the tissue. It is very im-
portant to have the surgical expertise to implant the 
tissue-engineered constructs (TEC) in the right way, 
as well as to provide optimal, post-operative treat-
ment and to develop large preclinical models which 
mimic the human patient as closely as possible. 
That’s why my Focus Group is actually hosted by the 

TUM Clinic for Plastic Surgery and Hand Surgery, 
and co-directed by my host department chair,  
Prof. Hans-Günther Machens.

EG: Let’s delve into the Focal Period and talk about 
what you’ve accomplished – and what your scope of 
cooperation will entail moving forward. 

DB: The Focal Period concept is a great idea deve-
loped by the TUM-IAS. The Institute has given us the 
unique opportunity to generate international collab-
orations with researchers at TUM. I believe the next 
step now is to further tap the synergies between 
experts working in very different areas – and develop 
something unique in the international research and 
clinical landscape. We may be using cells for therapy 
differently, but in the end, we all work with living drugs 
as the basis of our research. I think the other similar-
ity we share is that we often have to start our work 
with mixtures of cells – and with cell mixtures that 
are often not very well defined, or that differ substan-
tially from donor to donor. We believe that if we have 
better-defined cells, we can translate this into better 
therapy. And this is a need we recognized to be of 
major importance in different fields of cell therapy and 
regenerative medicine. 

EG: Maybe we could talk about this interdisciplinary 
approach – what were some of the insights gained 
during the workshops? 

SR: The real key was, maybe, gaining deeper insight 
into the research, and an introduction into the various 
issues that we’re studying. I’m an immunologist –  
I study lymphocytes, and I’m trying to understand 
the behavior of those lymphocytes. Yet we also had 
participants who were experts in biomaterial sciences 
who gave us insight into the scaffolds they’re using to 
grow specific types of cells, and how those scaffolds 
can influence cell behavior. Others were experts in new 
technologies for editing the genome. So I think a key 
takeaway from the Focal Period is this: As top experts 
in our respective fields, we had the chance to get to 
know each other better – and better understand how 
the work being done by others might fit into our own. 
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A TUM-IAS Fellowship is not just a three-year stint where we’re here to develop a program  

at TUM and then return to our respective universities and do our own thing alone again. 

TUM has the ambition to be a global leader in the field of cell and tissue engineering, and  

they are willing, then, to give additional resources to bringing different experts from different 

Focus Groups together to develop new ideas. And then really follow those ideas up –  

remember that we are all based at a medical facility at our respective universities – to deliver 

new therapies and concepts for patients. « Dietmar W. Hutmacher

Stan Riddell and Dirk Busch skyping with Dietmar W. Hutmacher.

DWH: TUM and IAS leadership have a great vision in 
the support of both Focus Groups in the pursuit of 
becoming a leader in this emerging field. Stan and I 
are both Hans Fischer Senior Fellows, which allowed 
us to work together with TUM faculty in our respec-
tive Focus Groups. 

The interdisciplinary element is key, yet what is also of 
utmost important is the vision of President Herrmann 
– that such a commitment from stakeholders is a con-
dition sine qua non to developing a truly sustainable 
program at TUM. 

DB: Perhaps we should add here that by bringing 
together such a diverse group of international experts 
and TUM faculty, we identified areas in which we are 
particularly strong here in Munich. For example, in re-
generative medicine, there are many groups in Munich 
working with cutting-edge technologies on induced 
pluripotent stem cells. We also realized that the re-
search being conducted here in Munich on genetic 
engineering in combination with large animal models 
is clearly at the forefront of international research. And 
I think these are fields with high relevance for future re  -
search activities in the field of cell and tissue engineering. 

»



53EG: You talked a bit about some new revelations – 
surprising overlaps – that resulted from the Focal 
Period. Are there areas of research where you’d say 
that as the collaboration continues, they might be 
something you need to give more emphasis to? 

SR: There are many challenges in the cell and tissue 
therapy field – even though it has been around for 
a while, it is a field in evolution and we are all very 
interested in developing clinical applications. For 
us, perhaps, realizing that in both of our respective 
fields [CT and RM], there are applications that are at 
very different stages in their development. They face 
some similar challenges, and also some unique chal-
lenges. And part of bringing people together is that 
you hope the insights you get from different perspec-
tives will help solve some of those challenges and 
perhaps move things forward more quickly.

DB: Perhaps to pick up on an earlier point: via our  
efforts to collaborate, we have recognized that there 
is a need to make our cell products more defined. 
This also came up repeatedly during the discussions 
that we had at the Focal Period meetings. Obviously, 
this is a point we all have to give more emphasis to.

EG: I was surprised that for the general public, things 
that sound so close to the clinic – for example, that 
we can generate organs, tissues or whatever – that in 
reality, there is still a lot of work to be done. 

SR: What Dietmar is doing with developing the right 
micro and macro environment for cells to grow into –  
I think we haven’t solved enough about in our area of 
research. In our collaboration with Dirk, we explored 
many of these three-dimensional structures that use 
approaches from tissue engineering. 

I think it will also be important for us to understand 
better how to culture, grow and regulate the differ-
entiation of the cells we want to put into patients.  
The Focal Period emphasized that research is still 
at a very early stage. The ideas are there, but the 
synergies that will arise from bringing experts from 
these disparate areas together will allow us to take 
steps forward that, perhaps, we’ve so far never 
thought about.

DWH: I would also say another challenge we face is 
that what often happens after these kinds of meet-
ings is that a lot of ideas are exchanged – yet then 
everyone goes back to his or her own institution, back 
to the routine and current national projects – and 
the follow-up never happens. So the challenge is to 
keep the flame burning – to now further develop the 
ideas which were exchanged at this symposium and 
workshop into real action plans in the form of grant 
proposals, exchanges of Ph.D. students and post 
docs. What’s nice to see? That the flame is being 
kept alive. Not just between our respective Focus 
Groups and host departments at TUM, but also in on-
going discussions between three other groups which 
attended the workshop to design new experiments 
and also look for funding. It is rewarding to see that 
some of the activities we discussed are really taking 
place now. The three of us are confident that when 
we meet again in 2017, we’ll have concrete progress 
to report upon – for example, that three or four of the 
groups of experts who joined us for the Focal Period 
meetings have designed new projects and are making 
progress in answering the questions and challenges 
which were raised at the workshop.

EG: Could you go into more detail about upcoming 
projects on the horizon that have resulted from the 
collaboration between your Focus Groups?

DB: One of the projects that TUM and LMU – Ludwig-
Maximilians-Universität München – together with 
the University of California – are discussing centers 
around the CRISPR (Clustered Regularly Interspaced 
Short Palindromic Repeats – CRISPR – are segments 
of prokaryotic DNA containing short, repetitive base 
sequences) Cas9 system for genetic cell engineering, 
including clinical cell production as well as transfer to 
large animal models. 

DWH: Another project where I’m involved in is together 
with Dr. Luca Gattinoni at the National Institute of 
Health – National Cancer Institute (USA); he’s quite 
interested in culturing immune cells in a co-culture 
system with mesodermal stem cells. He’s looking for 
a substrate for the scaffolding to accomplish that. 
One of my post docs will join his lab for two or three 
months to bring our technology – how we culture cells 



54 on scaffolds – to his lab. In another project, Stan, 
Dirk and I are already doing some work on how to 
expand immune cells on innovative scaffold systems 
to replace the current technology, which is based on 
culturing those cells on cell culture beads. 

EG: Prof. Riddell, you’ve already detailed how you’ve 
developed cells for therapy in humans – and Prof. 
Hutmacher has already developed an engineered 
structure that’s been introduced into thousands of 
patients thus far. But you say we’re still in the infancy 
of this kind of cell and tissue engineering and that 
the reality of where we’re at with the technology and 
science differs from the expectations of the general 
public. Perhaps we could talk about that aspect – 
reality versus expectations? 

DWH: Here is the big reality check – because what I 
try to explain to even a lot of my bioengineering col-
leagues is that we currently don’t have the techno-
logical ability to print an organ or even a tissue. And 
perhaps we never will. There’s a big misunderstand-
ing about what we can do with this technology, as 
well as about where we need to direct the biology. 
The reality of what we can do: we can print scaffolds 
and can spike them with cells. But this is not yet a 
functional tissue. Cells form tissue, and therefore the 
whole concept will really only work when engineers, 
material scientists, molecular and cell biologists and 
clinicians work together, and everyone brings in his 
or her expertise. And again – when my engineer-
ing colleagues say they can print an organ – this is 
in Hollywood language – pure “La La Land” at this 
point in time! 

So therefore, my approach is that with 3-D printing, 
we have a technology that allows us to print cells with 
what we call a very high spatial resolution. But then 
the biology needs to kick in and we need to guide the 
cells and produce an extracellular matrix, and after 
the matrix is produced in the right way, we can use it 
to form a tissue. And when the tissues are formed in 
the right way, then an organ is formed. But this can 
only happen inside the body – outside the body, we 
can print cells, and we can “free engineer” them by 
using bioreactors to direct cells to form a tissue-like 

architecture. This again underscores the importance 
of the synergies we’re creating between my work and 
immune therapy research. For example, if I print a 
scaffold and I put mesenchymal stem cells onto the 
scaffold, and I transplant this, for instance, in a bone 
defect: even if I use the patient’s own cells, there will 
be an immediate immune response to the cells on the 
scaffold. So if one can now harness Stan and Dirk’s 
technologies by designing cells which we send through 
the body to the scaffold to modulate the environment, 
then the host cells reacting with that system might pro-
mote a microenvironment that we call a “proregenera-
tive form.” That would be a great advance, especially 
for the regeneration of large defects. And that is the 
direction we are moving in – converging these tech-
nologies, because both have certain unique features. 
By combining them, we have a much stronger therapy 
concept for the regeneration of tissue and, perhaps 
one day, organs.

EG: It seems that your respective areas of research 
dovetail at many different levels – some quite un-
expected – in the development of therapies in your 
respective areas of medicine?

SR: They do. Using immune cells to assist with the tissue 
regeneration like Dietmar just outlined was not an appli-
cation that we’ve thought about for immune cell therapy 
– and that was the beauty of bringing this together. 

Dirk Busch, Dietmar W. Hutmacher and Stan Riddell
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Dirk Busch

We’ve been focused on destroying tissues, par-
ticularly cancerous ones or infected cells. But we 
know that immune cells are very important in healing 
wounds – and what Dietmar is saying is that there 
may be ways of using immune cells and engineer-
ing them to go to these places where you’re trying 
to initiate repair. I think that definitely is an area for 
future research. It illustrates the strengths of bringing 
the two groups together.

DB: I think we are already very excited to see that, 
yes, we have been able to take some of the princi-
ples that we’ve learned from basic research to try to 
translate them into clinical applications. For example, 
to treat an infection. Stan was already pioneering this 
area of research quite a few years back, but when 
he started, there was perhaps the general belief – for 
many reasons – that it would require us to generate 
large amounts of these cells in order to do effective 
therapy. And what we’re now seeing is that there is a 
strong regenerative capacity within defined subtypes 
of T cells. What we have learned – and this might be 
of relevance for many other cell therapy approaches 
as well – is that if you start out with the right cells, 
you might only need to generate a very low number 
of cells for therapy. Furthermore, using a low number 
of cells for therapy could even have advantages over 
using more, especially with respect to side effects 
and acute toxicities. So, unexpected aspects from 
different fields – including regenerative medicine – 
came together, which is now helping us to facilitate 
the generation of the most effective therapeutic cell 
products. 

SR: The reason I believe the field is still in its infancy 
– even though we’re already having some success in 
the clinic – is that cancer is a big problem. And we’re 
treating a very small number of types of cancers, 
and what we’ve got, really, is the first evidence that 
says you can engineer immune cells to recognize and 
destroy a tumor in a patient. But that doesn’t mean 
you can engineer immune cells to destroy EVERY 
tumor in every patient. There are different types of 
cancer: you have to identify targets and understand 
the micro environment of those cancers. So there’s 
still a lot of work to be done. 

A cancer is often referred to as a wound that won’t 
heal. Because, in fact, some of the ways in which a 
wound evolves – those same processes are initiated  
by cancer. And some of that is actually to shut down 
the body’s immune response. We need to learn from 
our colleagues who are doing tissue regeneration 
and trying to repair wounds that won’t heal – to 
understand how best to do that. We’re early on, but 
I think we do have what I say is really first proof of 
principle for clinical applications, of the concepts 
and principles that we’ve worked on through the 
Focus Groups. 

DB/SR/DWH: In closing we would like to thank TUM 
and especially the Institute for Advanced Study for 
providing us the opportunity to work together on the 
quest to develop 21st century therapy concepts.
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Scientific Reports Tackling the multi-challenge: from sparse grids to  
scalable fluid simulations

The Focus Group High-Performance Computing (HPC), hosted by Hans-Joachim 
Bungartz, addresses the emerging challenges of high-performance computing 
in science and engineering. In 2014, George Biros joined the group as a Hans 
Fischer Fellow to focus on the multi-core challenge. Alongside George Biros and 
Hans-Joachim Bungartz, the current Focus Group comprises the doctoral candi-
date Arash Bakhtiari. All three previous doctoral candidates working in the group, 
Valeriy Khakhutskyy, Christoph Kowitz, and Benjamin Uekermann, earned their 
doctoral degrees in 2016. At the beginning of the year, Christoph Kowitz, who has 
been working with Alumnus TUM-IAS Fellow, Markus Hegland from ANU in Can-
berra, successfully defended his dissertation “Applying the sparse grid combina-
tion technique in linear gyrokinetics.” Christoph Kowitz was followed by Benjamin 
Uekermann in October with the dissertation “Partitioned fluid-structure interaction 
on massively parallel systems,” which was supervised by Alumnus TUM-IAS Fellow 
Miriam Mehl (now a professor at the University of Stuttgart), and Valeriy Khak-
thutskyy in November with the dissertation “Sparse grids for Big Data: exploiting 
parsimony for large-scale learning,” supervised by Markus Hegland. 

Each summer, George Biros visits TUM and collaborates with his doctoral candi-
date, Arash Bakhtiari. The team is developing fast solvers for transport in micro-
circulation. This will improve our understanding of transport of a substance due to 
fluid motion, for example, to control localized drug delivery. It will also improve our 
understanding of oxygen transport in the alveole.

Arash Bakhtiari, together with Hans-Joachim Bungartz and George Biros, organized 
the minisymposium “Parallel Tree-Code Algorithms for Large Scale and Multiphys-
ics Simulations” at the 2016 SIAM Conference on Parallel Processing for Scientific 
Computing (SIAM PP). The conference took place from April 12 –15, 2016, in Paris. 
The aim of the minisymposium was to bring together computational scientists who 
work on large-scale tree codes and their applications. Tree codes are hierarchical data 
structures that are used for non-uniform discretization of partial differential equations. 
Moreover, tree codes are also used for integral-equation formulations and N-body 
methods. At the minisymposium, Arash Bakhtiari presented the results of his work as 
a doctoral candidate, namely, a parallel tree-based advection-diffusion solver.

During George Biros’ visit to TUM-IAS during the summer of 2016, he and Arash 
Bakhtiari worked on developing an arbitrary-order accurate time-marching scheme 
based on a spectral-deferred correction method. The method will be integrated 
with a Semi-Lagrangian advection-diffusion solver developed by Arash Bakhtiari, 
which is already arbitrary-order accurate in space and the related publication was 
accepted in “Proceedings of the International Conference for High Performance 
Computing, Networking, Storage and Analysis” [1].

The team also worked on extending the advection-diffusion solver to an incom-
pressible Navier-Stokes solver, where the Semi-Lagrangian method will be applied 
to the nonlinear convective term while the Stokes term will be treated with a semi-

 Host
Prof. Hans-Joachim 
Bungartz  
Scientific Computing, 
TUM

A
d

vanced
 C

o
m

p
utatio

n and
 M

o
d

eling



61

implicit volume integral equation formulation. 
Together with Philipp Neumann from the Chair of 
Scientific Computing at TUM, George Biros also 
organized the workshop “Hybrid Simulation Methods 
in Fluid Dynamics: Models, Software and Application.” 
The workshop took place from June 20 – 21, 2016,  
at the TUM-IAS, and it was designed to encourage 
collaboration and exchange between researchers 
from physics, computer science and engineering.  
At the workshop, state-of-the-art methods for hybrid 
flow simulation models, algorithms and software were 
discussed.

Moreover, George Biros held a compact course  
“Scalable Kernel Methods in Machine Learning” from 
June 23rd – July 1st, 2016: The focus of discussion 
revolved around machine learning-related topics such 
as supervised, unsupervised, and approximation algo-
rithms in particular. Topics such as nearest neighbors, 
regression, density estimation and scattered data ap-
proximation were also discussed. Additionally, George 
Biros introduced kernel methods with the applicabil-
ity and power in well-understood machine learning 
algorithms being explained. The course was open to 
all interested students and was attended by a diverse 
audience, including students from two Bavarian elite 
university programs, the Bavarian Graduate School of 
Computational Engineering (BGCE) and TopMath, as 
well as from the TUM M.Sc. program “Computational 
Science and Engineering.”

George Biros also gave a presentation at the TUM Infor-
matics Department about his recent publication at the 
2016 Supercomputing Conference (SC): “A Fast Solver 
for Constrained Diffeomorphic Image Registration” [2].

Selected Publications
A. Bakhtiari, D. Malhotra, A. Raoofy, M. Mehl, H.–J. Bungartz, [1] 

and G. Biros, “A parallel arbitrary-order accurate AMR algorithm 

for the scalar advection-diffusion equation,” in Proceedings of 

the International Conference for High Performance Computing, 

Networking, Storage and Analysis (SC 16), Salt Lake City, USA, 

2016, no. 44.

A. Mang, A. Gholami, and G. Biros, “Distributed-memory large [2] 

deformation diffeomorphic 3D image registration,” in Proceed-

ings of the International Conference for High Performance 

Computing, Networking, Storage and Analysis (SC 16), Salt 

Lake City, USA, 2016, no. 72. 

Publications by this Focus Group can also be found in the section 

Publications of this report.

1  |  In these three figures, we show an  

advection diffusion problem in a porous 

medium. The red and orange areas  

represent the solid phase. The stream-

lines visualize the velocity field, which 

corresponds to a stationary Stokes  

flow through the porous medium. 

The initial condition is the linear 

superposition of three Gaussians 

indicated by light blue, light green, 

and yellow.

The SC ’16 took place from November 13 –18 in Salt 
Lake City. The conference attracts a large and diverse 
community of participants ranging from researchers, 
scientists and application developers to agency pro-
gram managers and journalists. The technical program 
comprises the heart of SC: Since only 20 percent of 
papers submitted for this part of the conference are 
accepted, it is highly competitive. The presentations, 
tutorials, panels and discussion forums featured in the 
SC technical program have been credited with inspir-
ing all new and innovative areas of computing. Arash 
Bakhtiari and a team of co-authors made a success-
ful submission to the 2016 conference, and Bakhtiari 
presented the paper “A parallel arbitrary-order accu-
rate AMR algorithm for the scalar advection-diffusion 
equation” on behalf of the team [1].
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Yannis G. Kevrekidis 

Prof. Yannis G. Kevrekidis (Princeton University)  |  Hans Fischer Senior Fellow
Sindre Haugland, Felix Kemeth (TUM)  |  Doctoral Candidates

Focus Group Complex Systems Modeling  
and Computation

Data-driven embeddings of complex dynamics

Complex processes are ubiquitous in nature and technology. And despite their 
complexity, there is currently a renewed effort to understand the dynamics of com-
plex processes by leveraging advances and breakthroughs in machine learning and 
‘big data’ science.

During the last year, our group worked on developing data-driven methods for em-
bedding high-dimensional data from complex systems dynamic evolution. These 
data can stem from numerical simulations, or from experiments. Our approach is 
based on the assumption that there exists an intrinsic (not necessarily apparent at 
first sight) order in the data. We extract this order by using non-linear dimensional-
ity reduction methods, such as diffusion maps. Hereby, the eigendirections of the 
diffusion maps approach span a space parametrized by the principal variabilities 
contained in the data. 

For example, time series could be recorded at different points in space. As toy 
measurements, figure 1 shows time series (sampled every minute) of daylight at 
different places in Germany during one particular day. Each of these Boolean time 
series contains just ones and zeros: any entry is equal 1 if the sun is above the 
horizon at the corresponding place and time, and 0 otherwise. Due to the different 
locations of the cities, the individual time series are mutually different: The sun rises 
earlier in Berlin in the east and later in Dusseldorf and Cologne in the west of Ger-
many. Additionally, in the winter, days are shorter in northern German cities such 
as Hamburg and Bremen, and longer in Stuttgart in the south. However, by just 
looking at the time series, it might be difficult for an observer to deduce that the 
time series contain two important geographic directions. Applying diffusion maps, 
on the other hand, reveals that these cities can be arranged in a two-dimensional 
space, with the axes correlating with the cities’ longitudinal and latitudinal positions.

This concept can be extended to high-dimensional dynamical systems. Solving 
PDEs numerically, one obtains time series at different points in space. Applying  
our method reveals which and how many dimensions are important to represent  
or reconstruct the data. As an illustration, a numerical solution of a Partial Differen-
tial Equation (PDE), the Kuramoto-Sivashinsky equation, is shown in figure 2.  
In fact, this solution is a modulated traveling wave. Therefore, this phenomenon 
can be described through two phases, the phase of the wave and the phase of the 
modulation, and any point in space and time thus corresponds to a location on a 
torus spanned by these two phases (ζ and θ). Applying our methods to the numeri-
cal data, we can extract this torus in a purely data-driven manner from (a) purely 
temporal; (b) purely spatial; and (c) local spatiotemporal observations. Analogously, 
chimera states can also be classified using data-driven methods [1].

We believe that our approach will facilitate the analysis of other high-dimensional 
dynamical systems. Due to its generality, it will be beneficial to our understanding 
not only of simulation data, but also of data obtained from experiments. This inter-
face, between the numerical methods and the data obtained from physical experi-
ments is the subject of our current research.
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Another closely related problem is how to predict the 
future development of a temporally varying system. 
Again, many systems in nature and technology show 
complicated temporal behavior, and it is notoriously 
difficult to reliably predict their future evolution – in 
particular in the presence of uncertainties. For these 
systems, a more promising approach is to character-
ize all possible behaviors at once. Mathematically, this 
is captured by the notion of the maximal invariant set 
of the system. In the framework of this Focus Group, 
we proposed a new general approach for computing 
this set which overcomes several shortcomings of 
more traditional methods. In particular, our approach 
enables a systematic sensitivity analysis and is ap-
plicable to higher-dimensional systems [2].

In close collaboration with Maximilian Patzauer, master 
student in the Focus Group and in Katharina Krischer’s 
group (Nonequilibrium Chemical Physics, TUM).

2  |  (a) Data obtained from numerical simulations of the Kuramoto-

Sivashinsky equation, showing modulated traveling waves.  

(b) The data of (a) shown in the moving frame of the traveling wave, 

revealing its modulation. (c) The torus spanned by the phase of the 

traveling wave and the phase of the modulation. (d-i) The unfolding 

of the torus using diffusion maps. Tuning the parameters of our ap-

proach, we are able to extract the torus which describes the dynamics. 

1  |  (a) Time series (sampled every minute) of daytime (1, shown  

as yellow) and nighttime (0, shown as black) of different cities in  

Germany. (b) Map of Germany with the geographic positions at  

different cities. (c) Arrangement of these cities in a space spanned 

by the eigenmodes of the diffusion maps approach.

Selected Publications 
F. P. Kemeth, S. W. Haugland, L. Schmidt, I. G. Kevrekidis, [1] 

and K. Krischer, “A classification scheme for chimera states,” 

Chaos, vol. 26, p. 094815, 2016.

O. Junge and I. G. Kevrekidis, “On the sighting of unicorns: a [2] 

variational approach to computing invariant sets in dynamical 

systems,” Chaos, 2017, accepted in 2016.

 
Publications by this Focus Group can also be found in the section 

Publications of this report.
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Focus Group Computational Mechanics:  
Geometry and Numerical Simulation

Prof. Alessandro Reali (Università degli Studi di Pavia)  |  Hans Fischer Fellow
Davide d’Angella (TUM)  |  Doctoral Candidate

Alessandro Reali 

Scientific Reports The main aim of this Focus Group is to take advantage of the unique approxima-
tion and geometric features of modern computational mechanics techniques, like 
isogeometric analysis and the finite cell method, as the way to go for creating 
efficient analysis tools for the effective simulation of complex problems like those 
related to additive manufacturing.

Historically, finite element analysis (FEA), which is the main numerical analysis 
tool used in engineering, was developed prior to the advent of computer-aided 
geo metric design (CAGD), which is the main geometric design tool used today in 
engineering. The connection between the two tools relies on interfaces that are 
quite often not very efficient. As a result, building analysis-suitable geometries is 
estimated to take up to 80 percent of the overall analysis time for complex, CAGD-
based engineering designs. Moreover, most FEA geometries are typically com-
posed of simple objects, such as tetrahedra or hexahedra, which may not be able 
to represent highly sophisticated geometries with sufficient accuracy. This typically 
translates into very expensive simulations (and in some cases, even to modeling 
errors and misleading results), and such a gap definitely has to be dealt with.

Isogeometric analysis (IGA) was introduced in 2005 with the idea of performing 
analysis with splines – which are the basic ingredient of CAGD geometries – in 
order to make the construction of analysis-suitable geometries much simpler and 
more efficient. Another relevant and promising simulation framework is the recently 
developed finite cell method (FCM), which allows us to work with very complex  
and/or evolving geometries in a simple and effective way via the “immersed” 
concept. Both methodologies have been proven to be successfully applicable to 
practical problems, and we intend to use a combination of them to create efficient 
analysis tools for additive manufacturing problems, which constitute one of the 
most interesting modern challenges facing computational mechanics (CM).

In the first year of active work for our Focus Group, we concentrated on various 
aspects of the methodological basis of the numerical methods to be applied. In 
particular, an error estimator was successfully applied to drive adaptivity. Basi-
cally, areas of the domain that account for highest error are estimated and locally 
refined, meaning that the resolution is increased locally where needed. This work 
led to the first publication involving all members of the group [1] and we also intend 
to use such a technique for simulating the additive manufacturing process. In 
this direction, an application of the error estimator to IGA and FCM is a possible 
research line.
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2  |  Stress on engine bracket.

1  |  Temperature flux on 

refined mesh.

Selected Publication
D. D’Angella, N. Zander, S. Kollmannsberger, F. Frischmann, A. Schröder, E. Rank, and A. Reali, [1] 

“Multi-Level hp-Adaptivity and Explicit Error Estimation,” Adv. Model. and Simul. in Eng. Sci., vol. 3, 

no. 33, 2016.

 
Publications by this Focus Group can also be found in the section Publications of this report.

Furthermore, we developed a new approach on how to implement local refine - 
ment with IGA. In particular, we considered one of the best state-of-the-art local 
refinement techniques for IGA, and proposed a new implementation strategy.  
The proposed approach is a generalization of a well-established way of implement-
ing IGA without local refinement, and it presents various advantages. As a result, 
we are currently formalizing this concept in a publication that we think has a lot of 
potential. Ultimately, this concept will allow us to integrate adaptive IGA in existing 
software developed by TUM experts – software that we intend to use for the simu-
lation of additive manufacturing in the future.

Finally, we also investigated the simulation of phenomena governed by non-linear 
mechanics. Specifically, non-linear material models, solution techniques and as-
sociated problematics were studied and tested in the context of the simulation of 
mechanical response of fiber-reinforced hydrogel, in collaboration with the Focus 
Group Regenerative Medicine. In general, the non-linear behavior is of fundamental 
importance for accurately capturing effects of complex geometries and materials 
in practical engineering problems. Therefore, this will also constitute an important 
block for the simulation of additive manufacturing.
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Bruno Schuermans

Dr. Bruno Schuermans (GE Power)  |  Rudolf Diesel Industry Fellow
Tobias Hummel (TUM)  |  Doctoral Candidate

Focus Group Advanced Stability Analysis

Background

The transformation of our power generation landscape from dominantly conven-
tional to renewable technologies depends on the successful implementation of 
operationally flexible and clean gas turbines. The associated implementation of 
novel – i.e., turbulent lean premixed – combustion technologies is confronted with 
the combustion chamber exhibiting a sensitive susceptibility to thermoacoustic 
instabilities. Physically, these instabilities evolve from constructive, self-sustaining 
feedback couplings between the combustor’s acoustic oscillations and the flame’s 
heat release rate fluctuations, which manifest as pressure pulsations through the 
chamber. The pulsations need to be avoided, as they can be detrimental to the 
engines’ hardware, and also hamper operational flexibility and low-emissivity.

In particular, high-frequency pulsations occurring within the kilohertz frequency 
regime have been increasingly threatening smooth gas turbine operation, and have 
thus become a focus of attention for engineers and researchers in the field. These 
pulsations unfold in a multidimensional manner throughout the combustor, which 
suggests a significant increase in complexity regarding the understanding and 
modeling of the underlying physics compared to one-dimensional, low-frequency 
counterparts.

In the context of a TUM-IAS Rudolf Diesel Fellowship, Bruno Schuermans is taking  
on the challenge of unraveling high-frequency combustion instabilities in gas 
turbine combustors together with Thomas Sattelmayer of TUM’s Chair for Thermo-
dynamics. For this purpose, an extensive network ranging from academic (TUM-
IAS), industrial (ALSTOM & AG TURBO) and government (BMWi) research frame-
works have been established. Within this framework, four doctoral candidates are 
collaboratively conducting high-frequency thermoacoustic research at TUM with 
experimental, numerical, and theoretical emphases.

Recent activities

This year 2016 was devoted to the development of system identification tools in or-
der to extract key thermoacoustic system parameters from measurement data. The 
specific parameter we have sought to identify is the linear growth rate, which can 
be thought of as an integral value of the thermoacoustically generated energy feed-
ing the acoustic oscillations. Knowledge of these growth rates is of high technical 
relevance, as it constitutes a crucial input for the design of instability suppression 
devices and also contributes to ensuring stable and reliable gas turbine operation. 
The development of the identification approach occurred in three steps: 
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671. Derivation of a stochastic 
differential equation

The first step comprised the derivation of a system 
of stochastic differential equations (SDE) that govern 
the limit cycle dynamics of the self-sustained pressure 
oscillations constituted by a rotating transversal mode. 
For this, the mathematical starting point is given at the 
autonomous oscillator equation, which describes the 
linear, nonlinear and stochastic thermoacoustic behav-
ior of the concerned combustor:

Here, the acoustic pressure oscillation (which was 
recorded in this case using pressure sensors mount-
ed at the chamber wall) is denoted by the variable 
η(t), and the oscillation eigenfrequency ω. Turbulent 
combustion noise is included by a white noise source 
ξ(t), while system parameters ν and κ represent the 
desired growth rate and a semi-empirical saturation 
constant, respectively. The desired SDE is obtained 
by employing temporal and stochastic averaging pro-
cedure based on the widely known Krylov-Bogoliubov 
theorem:

The conservation variable A(t) presents the envelope 
time trace associated with the pressure oscillations. 
Note that the envelope is stochastically perturbed due 
turbulent combustion noise, which is included in the 
SDE through the terms noise intensity constant Γ  
and white noise signal ξ(t). The determination of A(t) 
from measured data is achieved by Hilbert transform-
ing the recorded pressure signal η(t).

2. Analytical solutions and parameter 
extraction methodology 

In order to extract the growth rates from measure-
ment data, an analytical solution associated with the 
SDE is required. For this purpose, the amplitude trace 
A(t) was linearly decomposed into a constant 

–A and 
perturbation term A (t), i.e.

Physically, this decomposition can be justified if the 
perturbation of the constant oscillation amplitude due 
to noise effects is small – which is a reasonable  
assumption for practical systems. Respective  
substitution and manipulations leads to a first order 
linear differential equation governing the perturbed 
amplitude: 

Employing Fourier and spectral methods allows us to 
derive the analytical solution:

This is formulated as the autocorrelation function of 
the perturbed amplitude containing the parameter 
(i.e., the growth rate ν ) sought to be identified. Fitting 
this analytical expression against the autocorrelation 
of the perturbed amplitude of the measured pressure 
oscillations emerges the growth rate.
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68 3. Verification studies

The employability of the developed 
system identification methodology  
was verified using artificial data, 
which we generated via time domain 
simulations of a Reduced Order Model 
(ROM, developed in the initial phase 
of this project by the Focus Group) of 
a representative combustion system. 
This system (schematically shown in figure 1) is comprised of a lab-scale, premixed 
combustor that exhibits self-sustained high-frequency instabilities.

The concerned growth rate was manually defined within the ROM framework, and 
was thus implicitly contained in the simulation data. Several realistic operation 
points were defined and numerically integrated to yield the necessary pressure 
oscillation traces. The autocorrelation of the amplitudes of these traces was com-
puted, and the desired growth rates were then retrieved by respective fitting using 
analytical expressions of the autocorrelation. A sample time trace of the envelope 

of an unstable simulated operation point 
is shown in figure 2, while the correspond-
ing autocorrelation, along with the recon-
struction through the fitted quantities, is 
presented in figure 3. The relative fit error 
between prescribed and extracted val-
ues for all concerned cases (cf. figure 4) 
remain below 5 percent. Consequently, the 
identification method can be rendered as 
accurate, and is therefore readily applica-
ble to experimental and real engine data.

Scientific Reports
Advanced Stability 
Analysis

2  |  Simulated amplitude time trace.

3  |  Reference and reconstructed auto-

correlation plots.

4  |  Reference and extracted growth rate values.

1  |  Schematic of experimental combustor. 



69International Symposium “Thermoacoustic  
Instabilities in Gas Turbines and Rocket Engines:  
Industry meets Academia”

In 2016, we held a four-day scientific symposium on advances in thermoacoustic 
oscillations in gas turbine and rocket combustors at the TUM-IAS. Thomas  
Sattelmayer initiated and hosted the event together with Bruno Schuermans. The 
symposium connected the research communities of gas turbine and rocket engines  
thermoacoustics as well as academic institutions and industrial companies in order 
to identify overlapping research areas, and to initiate collaborations. Topics discussed  
and presented in scientific paper sessions covered physical mechanisms, analysis 
approaches, system optimization and many more. This successful event is described 
in detail on page 26 of this report. 

Reference
T. Hummel, F. M. Berger, B. Schuermans, and T. Sattelmayer, “Extraction of Linear Growth and [1] 

Damping Rates of High-Frequency Thermoacoustic Oscillations from Time Domain Data,”  

in Proceedings of the 2017 ASME Turbo Expo, Charlotte, USA.

Selected Publication 
T. Hummel, F. M. Berger, B. Schuermans, and T. Sattelmayer, “Theory and Modeling of Non-Degen-[2] 

erate Transversal Thermoacoustic Limit Cycle Oscillations,” in Proceedings of the 2016 International 

Symposium on Thermoacoustic Instabilities in Gas Turbines and Rocket Engines: Industry meets 

Academia, Munich, Germany. 

Publications by this Focus Group can also be found in the section Publications of this report.



Nicholas Zabaras 

Focus Group Uncertainty Quantification and  
Predictive Modeling

Prof. Nicholas Zabaras (University of Notre Dame)  |  Hans Fischer Senior Fellow
Markus Schöberl (TUM)  |  Doctoral Candidate

Uncertainty quantification in multiscale modeling

Simulations at the level of atoms or molecules have become an essential tool for 
gaining insight into physical processes and designing new materials. The complexity 
of all-atom models arising primarily from the extreme range of spatiotemporal scales 
that come into play, outpace available computational resources. To overcome this 
limitation, coarse-grained (CG) models which utilize fewer degrees of freedom and/or 
simplified interactions have come into prominence. CG models should still capture the 
overall macroscopic behavior while integrating out less relevant fluctuations [1] – [2].

A multitude of concepts for building CG models have appeared over the years. In a 
typical bottom-up approach, several atoms are grouped together and described by 
a single pseudo-particle in the coarse model. Appropriate potentials are learned in 
order to model the interactions between such macro-particles. Notably, the map-
ping from the fine to the coarse scale is a non-parametrized many-to-one projec-
tion unavoidably leading to information loss. The computation of predictions in the 
form of point-estimates does not account for model uncertainties induced by the 
previously defined mapping and the availability of finite-sized training datasets. 
Furthermore, such formulations are unable to properly reconstruct the fine-scale 
picture from the CG description.

To address these limitations, we previously developed a novel, data-driven approach 
called predictive coarse graining (PCG), which implicitly defines the CG variables 
through a probabilistic coarse-to-fine map. This is complemented by a probabilistic 
model of the interactions between the CG variables (figure 1). Using all-atom simu-
lation data, a distribution of the model parameters is learned, which is in turn used 
to compute probabilistic estimates of observables. These reflect the uncertainty in-
duced by the finite-sized training data set and the coarse-to-fine map. The proposed 
scheme was assessed by coarse-graining lattice systems as well as water.

In a lot of problems, more than 80 percent of the total computation time is spent in 
the simulation of water as a solvent. A major task we tackled over the last year was 
building a sparse, predictive model for SPC/E water. Observables from the SPC/E 
model, e.g., the radial- and angular-distribution functions, coincide with the predic-
tions by PCG. More importantly, the predictions are enriched by credible intervals 
reflecting the aforementioned sources of uncertainty, as depicted in figure 2. We 
employed a flexible coarse potential defined by a linear combination of feature func-
tions. Sparse Bayesian learning techniques revealed the most prominent features. 
In addition, we explored the possibility of sequentially increasing the flexibility of the 
coarse potential by adding feature-functions. The selection of such functions was 
performed on the basis of an information-theoretic objective that was developed.

The coarse-graining of SPC/E water relies on a physically motivated mapping since 
the local CG variables reflect the center of mass of the water molecules. Physical 
insight and intuition in complex structures might not be accessible without excessive 
simulations of all-atom models. It is therefore desirable that the discovery of an  

Scientific Reports
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appropriate set of CG variables is automated. Our group is currently investigating 
such possibilities in the context of peptide simulations. In particular, we are exami-
ning the use of global CG variables, which in contrast to the local structure adopted 
thus far, have the potential of revealing macroscopic features of the peptide chain 
and leading to more compact and physically-intuitive representations.

References
International Symposium: Big Data and Predictive Computational Modeling, TUM Institute for  [1] 

Advanced Study, May 2015. www.tum-ias.de/bigdata2015/

P. S. Koutsourelakis, N. Zabaras, and M. Girolami, “Symposium Yields Insights on Big Data and [2] 

Predictive Computational Modeling,” SIAM News, July 2015. 

Selected Publication
M. Schöberl, N. Zabaras, and P. S. Koutsourelakis, “Predictive Coarse-Graining,” J. Comput. Phys., [3] 

vol. 333, pp. 49 –77, 2017, accepted in 2016. 

Publications by this Focus Group can also be found in the section Publications of this report.

1  |  Predictive coarse-graining (PCG) approach.

2  |  Probabilistic prediction with PCG compared to the SPC/E reference of the radial- and  

angular-distribution functions.
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1  |  In [1] we predict the state 

of kitchen tools (top) or a  

daVinci robot (bottom) from 

the video feed of a camera 

and use that to identify the  

actions performed by the 

human. 

Scientific Reports

Prof. Gregory D. Hager (Johns Hopkins University)  |  Hans Fischer Senior Fellow
Christian Rupprecht (TUM)  |  Doctoral Candidate

 

Gregory D. Hager 

Focus Group Human-Machine Collaborative Systems

The Focus Group Human-Machine Collaborative Systems is interested in analyz-
ing human task performance, for example during robotic surgery, with the goal of 
creating ways to answer very fundamental questions such as: “What are the basic 
components of surgery?” or “How can we model and automatically recognize 
those components?” and “How can we assess the quality or skill of execution?”
Sensors are often critically important in robotics applications. For example, pres-
sure sensors are vital for manipulation tasks, and tool tracking supports visual 
servoing (VS, or vision-based robot control). However, there are many applications 
where the ideal sensing is too impractical or too costly to deploy in real-world set-
tings. For instance, in a future kitchen (www.conceptkitchen2025.com), it might be 
beneficial to attach motion sensors to all tools to support monitoring or control, but 
retrofitting every kitchen at scale is simply impractical due to a combination of cost, 
data acquisition and synchronization overhead as well as physical constraints in in-
strumentation. A practical alternative would be to mount a video camera to observe 
the scene, but current methods for video tracking and action recognition generally 
achieve worse performance than their counterparts using domain-specific sensing.
Recently, we were able to predict the state (position and velocity of grippers, etc.) 
of the daVinci robot just from the camera feed. This enabled us to classify the ac-
tions of the surgeon during the procedure into different tasks. This can be used to 
perform skill assessment, for example [1]. Additionally, in the kitchen scenario, we 
were able to use data from the camera feed to predict which tool was currently in 
use to infer what step of the recipe the user is executing.  

In this work, we were not only able to 
improve the state-of-the-art in human 
pose estimation, but could also con-
tribute a novel, theoretical insight to 
“deep learning,” a machine learning 
method that has become popular in 
the last three years.

In a related set of work, we have also investigated the ability of recurrent neural 
networks (RNNs) to assess the progress and quality of a surgical performance 
based on information gathered about tool movement. We have shown in [2] that 
RNNs are able to be trained on moderate sized data sets, and are able to recognize 
manipulative components of a surgery with performance that exceeds all other 
methods which have been applied on publically available data sets. Figure 2 shows 
representative results from the method on two data sets.
 
Finally, when interacting with humans or with many common environments, we 
often need to deal with uncertainty. When presented with an image, one might deduct: 
“This is either an alpaca or a llama, but it is definitely not an elephant.” When pre-
dicting the behavior of other drivers on the road or at an intersection, we as human 
drivers tend to make good guesses based on expectations learned over time. 

 Host
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For example: “They are in the right lane, so they might 
continue straight or take a right turn soon.” Uncer-
tainty also models incomplete information. When the 
handle is not visible, we might not be able to tell if an 
image depicts a mug or a cup. In short, when tasked 
with a situation that we are not sure about, we tend to 
produce multiple plausible hypotheses.
 
In our most recent work [3], we show how we can 
model multiple hypotheses using the predictive power 
of deep neural networks. We observe that when we 
extend neural networks to be able to predict multi-
ple outcomes, we can correlate the certainty of the 
prediction with the variance in the hypotheses. Figure 
3 shows that the right arm of the human which is not 
visible in the picture it predicted in multiple different 
poses, while the shoulders, which are easy to locate, 
remain stable. This paper was under review at the 
time of publication, but a preprint is already available.
Overall, we were able to deepen the understanding 
and performance of our systems, which will be the 
foundation of further research into enabling easy and 
meaningful interaction between smart robots and 
humans.  

In close collaboration with Gregory Hager’s doctoral 
candidate, Robert DiPietro, from Johns Hopkins 
University, Maryland, USA, who is spending one year 
at TUM.
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N. Navab, “Learning in an uncertain world: representing ambi-

guity through multiple hypotheses,” 2017. 

Publications by this Focus Group can also be found in the section 

Publications of this report.

2  |  In [2] we generate qualitative results for two data sets: JIGSAWS 

(top) and MISTIC-SL (bottom) using a bidirectional LSTM. For each 

dataset, we show results from the trials with highest accuracy (top), 

median accuracy (middle), and lowest accuracy (bottom). In all 

cases, ground truth is displayed above predictions. 

3  |  We show the predicted human pose for an image with (a) one 

(b) two (c) five (d) ten predictions. We can observe the uncertainty 

of the hand positions in the high variance with multiple predictions. 

Joints like shoulders and hips are easy to detect and also vary 

much less over the predictions.
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Tsung-Yi Ho

Focus Group Microfluidic Design Automation

Design automation solutions for enabling  
biochemistry on a chip

Within the Microfluidic Design Automation Focus Group, we are focused on devel-
oping computer-aided design (CAD) tools for hardware and software co-design and 
the cyber-physical system (CPS) integration of microfluidic biochips. A biochip is a 
collection of miniaturized test sites (microarrays) arranged on a solid substrate that 
permits many biochemical tests to be performed simultaneously in order to achieve 
higher throughput and speed. Moreover, microfluidic biochips manipulate continu-
ous liquid flow through microfabricated channels by utilizing external pressure 
sources, external mechanical pumps or integrated mechanical micropumps. Micro-
fluidic biochips have revolutionized the traditionally slow and error-prone biochemi-
cal experiment flow by manipulating nanoliter volumes of fluids precisely. With this 
miniaturization, bioassays can be scaled down, and genomic bioassay protocols 
such as nucleic-acid isolation, DNA purification, and DNA sequencing have been 
successfully demonstrated with these chips. 

As more bioassays are executed concurrently on a single biochip, system integra-
tion and design complexity are expected to increase dramatically. Recent advances 
in manufacturing technologies have enabled the density of mechanical micropumps 
to reach one million per cm². There is now a need to deliver the same level of CAD 
support to biochip designers that the semiconductor industry today takes for grant-
ed. These CAD tools will allow designers and chip users to harness the new tech-
nology that is rapidly emerging for integrated biofluidics. Our Focus Group is work-
ing to develop CAD tools for hardware and software co-design and cyber-physical 
system integration of microfluidic biochips. In addition, this work will offer research-
ers at TUM a bridge between the electronic chip and system design industries on 
the one hand, and the biomedical and pharmaceutical industries on the other.

Over the past year, we developed an automatic synthesis method for continuous-
flow microfluidic biochips, which proposed the first planarity-guaranteed architec-
tural model and the first physical-design module models for important microfluidic 
components. Continuous-flow microfluidics have evolved rapidly in recent decades 
due to their advantages in effective and accurate control. However, complex control 
results in complicated valve actuations. As a result, sophisticated interactions be-
tween control and flow layers substantially raise the design difficulty. These interac-
tions appear with the actuation of valves, which means that the interaction needs 
to be considered wherever a valve is implemented. 

 Host
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In our work, we have proposed the physical-design module models for mixers, 
reaction chambers, switches and ports, which included all the valve implementa-
tion on a chip and thus provided a basis for modeling all the interactions between 
control and flow layers. Furthermore, we have designed a planarity-guaranteed 
architectural model, which ensured the feasibility of place-and-route solutions with-
out unexpected overlapping among devices and channels. Based on the above, 
we developed a co-layout synthesis tool called “Columba,” which focuses on the 
whole layout containing both layers from the very beginning, thus enabling designs 
with a global view. Figure 1 shows the comparison between the manual design 
and the automatic design by Columba for Chromatin ImmunoPrecipitation (ChIP) 
design. Experimental results demonstrate that we can effectively reduce the chip 
area, thus minimizing both manufacturing costs and the completion time required 
for an assay.

In close collaboration with Tsun-Ming Tseng and Bing Li who are working as  
doctoral candidate and postdoctoral researcher at Ulf Schlichtmann’s chair of  
Electronic Design Automation, TUM. 

Reference
A. R. Wu et al., “Automated microfluidic chromatin immunoprecipitation from 2,000 cells,”  [1] 

Lab Chip, vol. 9, no. 10, pp. 1365 –1370, 2009.
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continuous-flow microfluidic biochips,” in Proceedings of the 53rd ACM/EDAC/IEEE  

Design Automation Conference (DAC 2016), Austin, USA, 2016, no. 147, pp. 1– 6. 

Publications by this Focus Group can also be found in the section Publications of this report.

1  |  Chromatin ImmunoPrecipitation (ChIP) design: (a) Manual [1], (b) Columba [2].
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Focus Group Phase-Contrast Computed Tomography

Scientific Reports
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 Hosts
Prof. Franz Pfeiffer 
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Prof. Ernst Rummeny 
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In conventional x-ray imaging, the image contrast is formed by x-ray attenuation 
and reflects the physical interactions of photoelectric absorption and Compton 
scattering. Both of these interaction processes are modelled conveniently by 
interpreting x-rays as photonic particles. If, in contrary, x-rays are described as 
electromagnetic waves, other (wave-optical) interaction effects occur, and yield to 
diffraction, refraction, phase shift and scattering. Our Focus Group aims at exploit-
ing the latter-mentioned wave-optical interactions of x-rays with matter for bio-
medical research and clinical applications. Preclinical results obtained in living mice 
have thus far indicated that the scattering signal – also called the dark-field signal 
– generated by lung tissue may provide very important, supplemental information 
for the assessment of structural diseases of the lung tissue: for instance, chronic 
obstructive pulmonary disease (COPD) [2].

One focus for us in 2016 was therefore to demonstrate that the technology works 
in the parameter range that is relevant for medical x-ray imaging, in particular at 
x-ray energies in the range from 70 to 120 kVp and for human-sized objects. This 
goal was achieved in a newly developed x-ray projection imaging setup, the results 
of which were initially published at the RSNA conference in Chicago in November 
2016 [3]–[4].

Alongside our research activities into the development of future clinical applica-
tions, we are exploring the ability of phase and / or dark-field contrast x-ray im-
aging to be used as a tool in biomedical research: for example, this technology 
can be used to reveal soft tissue structure or function via a high-speed image 
sequence. A number of such studies using these imaging modalities have been 
conducted at bright, highly coherent synchrotron x-ray sources. 

1  |  (a) an ex-vivo mouse imaged with propaga-

tion-based X-ray phase contrast. The red boxes 

highlight the areas imaged in panels b–d. In the 

stomach, gas bubbles are visible (highlighted 

with blue arrows). (b) The nasal airways. (c) 

Trachea region. (d) Lung. (e) is a magnification of 

the red box in d and shows the speckle pattern 

which results from the air sacs in the lungs, the 

alveoli.
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2  |  A mini off-site workshop was held in Sudelfeld in May 2016, 

bringing together almost 30 physicists, mathematicians, engineers, 

and physicians from TUM Physics, the university hospital Klinikum 

rechts der Isar, and Philips.

3  |  The installation of two new research CT systems at the univer-

sity hospital Klinikum rechts der Isar: The installation of the Philips 

IQON system are attending from left to right: Markus Schwaiger 

(Director university hospital Klinikum rechts der Isar), Peter  

Henningsen (Dean TUM School of Medicine), Franz Pfeiffer  

(Biomedical Physics), and Ernst Rummeny (Radiology).

The second area of focus for our group in 2016 was 
to translate these dynamic / functional imaging tech-
niques from the synchrotron to the university labo-
ratory, so that the associated increased availability 
could enable a range of longitudinal and extended 
studies. This was achieved using the world’s first 
high-flux x-ray source based on inverse Compton 
scattering, the Munich Compact Light Source  
(MuCLS). It is around 200 times smaller in size than  
a synchrotron, and situated in the IMETUM building at 
the TUM Garching campus. With this new technology, 
we successfully captured the first propagation-based, 
phase contrast images of a mouse [1], as well as 
sequences of biomedical function. 

Finally, two additional events marked the success and 
outreach our Focus Group accomplished over the 
past year (figures 2, 3).

Reference
R. Gradl et al., “Propagation-based phase-contrast X-ray  [1] 

imaging at a compact light source,” submitted, 2016.

Selected Publications
F. Pfeiffer et al., “Pre-clinical dark-field CT imaging of small- [2] 

animal lung disease models,” Proceedings of the 4th Inter-

natonal Meeting on image formation in X-ray CT, Bamberg, 

Germany, 2016.

K. Hellbach et al., “Depiction of pneumothoraces in a large [3] 

animal model using x-ray dark-field radiography,” Proceed-

ings of the Annual Meeting of the Radiological Society of North 

America, RSNA, Chicago, USA, 2016.

L. Gromann et al., “A first feasibility study on phantom samples [4] 

and in vivo pigs,” Proceedings of the Annual Meeting of the 

Radiological Society of North America, RSNA, Chicago, USA, 

2016.
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The Focus Group Image-based Biomedical Modeling develops computational 
algorithms that analyze biomedical images using statistical, physiological, and 
biophysical models. The work strives to transform the descriptive interpretation of 
biomedical images into a model-driven analysis – one that infers properties of the 
underlying physiological and patho-physiological processes by using models from 
biophysics and computational physiology. A related effort is the application of such 
models to big clinical databases in order to learn about the correlations between 
model features and disease patterns at a population scale. In this work, the main 
focus is on applications in clinical neuroimaging and the personalized modeling of 
tumor growth.

Clinical neuroimage analysis

The first direction of research is the modeling of processes underlying images ac-
quired in common diseases of the brain. We are focusing on the analysis of images 
acquired in glioma and stroke patients, including the development of algorithms for 
the analysis of brain lesions as well as new computational techniques for extract-
ing vascular networks from angiographic images. The main sources of information 
we are using include multimodal and multi-parametric clinical image data featuring 
magnetic resonance, position emission tomography and computer tomography 
scans. To quantify image patterns visible in patients with brain tumors or strokes, 
we developed an algorithm that automatically segments lesions using machine-
learning techniques [1]–[2]. We also began exploring the use of machine-learning 
techniques from computer vision and image analysis for improving magnetic reso-
nance (MR) imaging sequences. Instead of reconstructing MR relaxation parameter 
maps, we have illustrated how to directly infer brain tissue maps using novel  
“MR fingerprinting” sequences [3]. 

Disease progression models

The second direction of our work deals with the task of optimal oncological stag-
ing. It includes the anatomical annotation of large field-of-view images, such as 
abdominal scans or whole-body images; the detection of lesion across modalities 
and in repeated scans; and the analysis of individual lesions using pathophysiologi-
cal models. Emphasis is put on the clinical applicability of our work, and algorithms 
are supposed to scale well to large data sets, with the target of enabling the devel-
opment of population-wide disease progression models. To this end, we have 
developed new methods for the automated annotation of abdominal CT volumes, 
for use in evaluating image data acquired in the monitoring of patients with liver tu-
mors. More specifically, we have explored the use of deep-learning techniques [4], 
and worked towards establishing large bases for liver and liver lesion segmentation 
that can be used in evaluating different algorithms. 

Prof. Bjoern Menze (TUM)  |  Rudolf Mößbauer Tenure Track Professor
Dr. Vasileios Zografos (TUM)  |  Postdoctoral Researcher
Esther Alberts, Jana Lipkova, Markus Rempfler (TUM)  |  Doctoral Candidates

Focus Group Image-based Biomedical Modeling
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2  |  Automatic tumor volumetry in CT. We identified optimal 

machine-learning algorithms for automatically segmenting liver and 

lesions in CT images of the abdomen. The algorithm we proposed 

(bottom right) performs best and is based on convolutional neuronal 

networks trained on a large set of expert annotated image data [4].

1  |  Segmenting anatomical structures of the brain and brain 

tumor lesions. We developed an algorithm that segments auto-

matically normal tissue as well tumor compartments in multimodal 

MR images of the brain [1]. The algorithm is based on a generative 

probabilistic model and makes use of physiological prior knowledge.
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Energetic costs and directionality of global functional  
connectivity in the human brain

The main focus of our project is the investigation of signaling-dependent utiliza-
tion of glucose, the human brain’s main source of energy. Despite its small size 
compared with the rest of the human body, the brain consumes a high amount of 
energy [1], with a major part of energy used for communication processes. Using 
the integrated positron emission tomography/magnetic resonance imaging scanner 
(PET/MRI-scanner) at the university hospital Klinikum rechts der Isar, we simultane-
ously scanned 22 healthy subjects with [18F]fluorodeoxyglucose-positron-emission-
tomography (FDG-PET) and functional magnetic resonance imaging (fMRI). This 
allows for a reliable correlation of the glucose consumption in the neurons through 
PET, and measures of global functional connectivity i.e., degree centrality (DC), 
between different brain regions using fMRI.

An analysis of 23 regions from an individual component analysis (ICA) revealed a 
linear relationship between FDG and DC, with the highest correlation in early sen-
sory and motor regions. In addition to this linear trend, the simultaneously acquired 
modalities enabled us to generate a novel measure identifying the amount of input 
signaling to functional brain regions across the human brain. Therefore, we used 
the biological model that up to 75 percent of signaling-related energy is consumed 
post-synaptically [2], allowing conclusions about the directionality of the per-se 
undirected measure of global connectivity. Masking the mean FDG- and DC-data 
with an atlas from Shirer et al. [3] comprising 14 individual networks, we obtained 
a global picture of the relationship between the degree of connectivity and signal-
ing input (figure 1). We therefore separated both the mean FDG and mean DC voxel 
into low / medium / high groups (figure 1a), and calculated the overlap of each net-
work with the respective group (figure 1c – groups of high DC sorted by high FDG). 
In line with the theory of visual perception, both visual regions (primary and higher) 
show high levels of connectivity. However, their relative energy consumptions differ, 
meaning that the majority of voxels in the primary visual area receives signaling 
input, whereas higher visual areas might act as mediators with a balanced level of 
input/output communication (figure 1a, 1c). By contrast, the left and right executive 
control networks (LECN and RECN) consume equally high amounts of energy to 
support only a few, mainly input connections.

Effective connectivity in the default mode network is  
distinctively disrupted in Alzheimer’s disease
In 2016, our Focus Group introduced metabolic connectivity mapping (MCM), a 
new measure of directed or effective connectivity (EC) in the human brain. Applying 
this voxel measure to simultaneously acquired data from fMRI and FDG-PET scans 
enabled us to investigate the directionality of functional connectivity in the human 
brain, and to further identify specific pathways that are disrupted in diseases like 
Alzheimer’s disease (AD). The neuropathological symptoms of AD include an ac-
cumulation of misfolded proteins via two possible spreading mechanisms: 

Prof. Josef P. Rauschecker (Georgetown University)  |  Hans Fischer Senior Fellow 
Lukas Utz (TUM)  |  Doctoral Candidate

Focus Group Neuroimaging

Scientific Reports

Josef P. Rauschecker

 Host
Prof. Bernhard Hemmer 
Neurological Clinic and 
Policlinic, TUM

B
io

-E
ng

ineering
 and

 Im
ag

ing



81

Prof. Josef P. Rauschecker (Georgetown University)  |  Hans Fischer Senior Fellow 
Lukas Utz (TUM)  |  Doctoral Candidate

1  |  (a) Comparison of mean DC and mean FDG across 22 subjects. Centroids of vox-

els of 14 networks from Shirer et al. (2012) are shown in colored circles. (b) Exemplary 

visualization of four networks with varying voxel distributions: prim Visual (left-top), 

Precuneus (right-top), Auditory (left-bottom) and Sensorimotor (right-bottom).  

(c) Percentage of overlap with groups of high DC and low/medium/high FDG across 

all 14 networks. Networks are sorted by the overlap with group of high FDG from left 

(large overlap) to right (small overlap).

2  |  (a) Regions of the default mode network 

(DMN). MPFC: medial prefrontal cortex, MPC: 

medial parietal cortex, LPC: left parietal cortex, 

RPC: right parietal cortex, HPC: bilateral hip-

pocampus. (b) Group difference with reduced EC 

in the DMN of patients with AD.

aa b

c

(1) downstream from an infected to a naïve neuron; or (2) in an ac-
tivity-dependent manner, which means that neurons with continu-
ously high activity are most vulnerable to accumulating misfolded 
disease proteins and, in turn, to progressively affecting upstream 
neurons. A human brain network known to be affected early in 
AD is the default mode network (DMN): However, the direction of 
signaling in this network is still unknown (figure 2a). An analysis of 
direction of connectivity and contrasts between healthy subjects 
and patients with AD might therefore provide support for one of 
these competing theories.

We applied MCM to a dataset of 18 healthy subjects and 35 pa-
tients with early AD to contrast the effective connectivity between 
groups. We then tested whether certain pathways are disrupted 
in AD. We identified two DMN subsystems: a frontal system 
including signaling from hippocampus into the medial prefrontal 
cortex (PFC), and a parietal system with directed signaling into 
medial parietal cortex (MPC). The only link between these sys-
tems is unilateral signaling from medial PFC into MPC. In the  
patients, we identified a significantly reduced signaling profile 
from the hippocampus into the medial PFC and subsequently 
into the MPC (figure 2b), which might be tested with molecular 
imaging markers and which, in turn, can support one of the two 
emerging theories about AD.
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Focus Group Optimal Control and Medical Imaging

Our Focus Group is aimed at developing and applying innovative mathematical tools 
coming from optimal control theory (OCT), with the goal of improving theoretical and 
experimental techniques in magnetic resonance imaging (MRI), nuclear magnetic res-
onance (NMR) spectroscopy and quantum information science. This approach allows 
us to explore and to experimentally reach the physical limits of the corresponding 
spin dynamics in the presence of typical experimental imperfections and limitations. 

Hans Fischer Fellow, Dominique Sugny, made two stays with the TUM-IAS in 2016: 
The first from January to March, and the second from August to September. During 
these visits, he and the group pursued a variety of research projects – from look-
ing at something called the “tennis racket effect” to improving MRI scanning of live 
subjects. 

The tennis racket effect: classical and quantum aspects

In an article set for publication in 2017 in the journal Physica D [1], we have proposed 
a complete theoretical description of the classical tennis racket effect, which oc-
curs in the free rotation of any three-dimensional rigid body. This effect is charac-
terized by a flip of π of the head of the racket when a full rotation of 2π around the 
unstable inertia axis is considered. A schematic description of this motion is given 
in figure 1. Using the analogy between the Euler and the Bloch equations, we show 
in [2] that the dynamics of a rigid body plays a fundamental role in the control of 
two-level quantum systems, and can be used to design specific fields for state-to-
state transfers or quantum gate implementations. The quantum analog of the ten-
nis racket effect can also be defined and was demonstrated experimentally using 
techniques of NMR.

Contrast optimization for in vivo MRIs

Over the previous year, we also investigated the use of optimal control pulses for 
image contrast optimization [5]. We were able to validate such control sequences 
for the first time in both in vitro and in vivo experiments on a small-animal, 4.7T 
magnetic resonance system. Our results show that these control strategies can be 
embedded in standard imaging sequences without affecting standard parameters 
such as slice selection or echo type. They also suggest that the theoretical benefit 
of optimal control pulses can be transferred to practical MRI acquisitions. As a 
proof-of-concept, an optimal control contrast pulse has been applied in vivo to im-
aging of an adult female mouse brain. Figure 2 shows the corresponding image. A 
clear saturation of the brain is achieved (in black), while a significant signal comes 
from the surrounding parietal muscles. It is also possible to distinguish the cerebro-
spinal fluid, which appears as a bright spot in the middle of the brain.

 Host
Prof. Steffen J. Glaser 
Organic Chemistry, TUM

B
io

-E
ng

ineering
 and

 Im
ag

ing



83

Application in quantum computing: 
implementation of a robust NOT gate
We derived a versatile protocol to implement a fast 
and robust NOT quantum gate [3], driven by single-
shot shaped pulses with appropriate time-dependent 
phase and intensity profiles. The pulses are derived 
by combining analytic computations and numerical 
optimizations. In collaboration with the group of  
Thomas Halfmann (Technische Universität Darmstadt),  
we have experimentally demonstrated the applicabil-
ity, efficiency and robustness of the derived pulses to 
rephase atomic coherences in a Pr3+:Y2SiO5 crystal. 
This work opens the door to the practical implemen-
tation of robust and high-fidelity control procedures 
with complex target in quantum technology.

In close collaboration with Michael Tesch, a doctoral 
candidate working in Steffen Glaser’s group at TUM.
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1  |  The tennis racket effect: Schematic description of the dynamics  

of a tennis racket.

2  |  In vivo contrast experiment  

on a mouse brain: Spin echo 

acquisition with optimal prepa-

ration. The experiment has been 

performed at the Centre de 

Recherche en Acquisition et 

Traitment de l’Image pour la 

Santé (CREATIS Lyon, France).
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The Focus Group aims at developing new types of models for the design and 
analysis of economic mechanisms and preference aggregation. The understand-
ing and modeling of markets and economic interactions can be described as the 
central topic in economics. Rather than modeling markets from a bird’s-eye view, 
mechanism design models the incentives of individual decision makers explicitly.  
A number of recent Nobel Memorial Prizes in economic sciences document the 
success of this stream of research and this specific way of modeling economic 
interactions. In recent years, the formal study of mechanism design has found 
concrete applications in the real world. For example, it has led to market designs 
in various fields such as spectrum auctions, procurement tenders, and kidney 
exchanges – cases in which multiple independent decision makers need to be 
coordinated in a way that ensures the outcome is economically efficient, and that 
mechanisms are robust to various forms of manipulation. 

Activities
Several activities were initiated in the recent year to foster the collaboration be-
tween TUM and Yale University. The German Research Foundation (DFG) recently 
approved a new graduate program, “Advanced Optimization in the Networked 
Economy (AdONE),” for which Dirk Bergemann and Martin Bichler serve as  
principal investigators in a group of scientists from the TUM Departments of 
Mathematics and Informatics and the TUM School of Management. This graduate 
program is closely related to the Focus Group. 

In particular, the graduate program is running several projects which draw upon 
mechanism design and optimization. The goal: to develop economic mechanisms 
which aid economic efficiency in various domains. 

As an example, one of the projects explores approximation mechanisms for coor-
dination problems in retail logistics. Carriers in retail logistics often face congestion 
at warehouses at certain times of the day, which forces them to wait before their 
trucks can be unloaded. These waiting times are caused by a lack of coordination 
among carriers in their vehicle routing and planning decisions. Depending on the 
topology of the transportation network, waiting times can arise at different loading 
ramps or nodes of the network (figure 1). According to a survey among more than 
500 transport companies, 18 percent of them have an average waiting time of more 
than two hours, and 51 percent have an average waiting time between one and 
two hours at each warehouse. This has a significant negative impact on logistics 
efficiency.

1  |  Illustration of a transporta-

tion network with nodes being 

retail loading ramps.
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85We develop approximation mecha-
nisms tailored to the requirements in 
retail logistics, which address com-
putational complexity and strategic 
complexity of the underlying coordina-
tion problem. One approach relies on 
the linear programming relaxation of 
the integer linear program assigning 
tours to carriers. The relaxed solution is 
scaled down, and feasible integer solu-
tions are sampled using an approxima-

tion algorithm (figure 2). Numerical experiments yield initial insights in the efficiency 
gains of such mechanisms and the results suggest that the waiting times of carriers 
can be reduced substantially via coordination mechanisms.

Visits and talks
To facilitate collaboration within the Focus Group, we organized two visits by TUM 
faculty to Yale University. Martin Bichler and Florian Brandl visited Yale in sum-
mer 2016, giving talks and collaborating on site with Dirk Bergemann. In August, 
Martin Bichler spent his time at Yale University working on problems in mechanism 
design. Florian Brandl, a doctoral candidate of Felix Brandt, visited the Microeco-
nomic Theory Group at Yale University from August to October 2016, hosted by 
Dirk Bergemann. Numerous talks and discussions with students, academic staff, 
visitors, and, in particular, Dirk Bergemann, produced proficient feedback for ongo-
ing research and new ideas for future projects. The research conducted during this 
time focused on a fundamental problem in collective decision making: how to ag-
gregate the preferences of a group of agents into a collective preference? Arrow’s 
famous impossibility theorem – named after economist Kenneth Arrow – shows 
that every method that aggregates preferences has serious drawbacks. We ex-
amined this problem for the case when the agents’ preferences admit a particular 
structure. Preliminary results suggest that this allows for more positive results.
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2  |  Illustration of an  

approximation mechanism 

based on the linear  

programming relaxation of 

the allocation problem.
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Coarsely quantized massive MIMO  
communication systems

Massive multiple-input multiple-output (MIMO) technology is considered to be a 
key component for 5G wireless communications systems, and has recently attract-
ed considerable research interest. The main characteristic of massive MIMO is a 
base station (BS) array equipped with many (perhaps a hundred or more) antennas, 
as depicted in figure 1, which provides unprecedented spatial degrees of freedom 
for simultaneously serving multiple user terminals at the same time and on the 
same frequency channel. It has been shown that, with channel state information 
(CSI) available at the BS, relatively simple signal processing techniques such as 
maximum-ratio combining (MRC) or zero-forcing (ZF) can be employed at the BS 
to reduce the noise and interference at the terminals. This could lead to improve-
ments not only in spectral efficiency, but in energy efficiency as well [1]–[5]. 

In most work on massive MIMO, perfect hardware implementations with infinite 
resolution analog-to-digital converters (ADCs) are assumed. There has been limited 
prior work on the impact of non-ideal hardware on massive MIMO systems includ-
ing [6]–[8], which studied imperfections such as phase drifts and additive distor-
tion and showed that a massive number of antennas can mitigate these effects. In 
terms of hardware, perhaps the most important issue at the BS for massive MIMO 
is the power consumption of the ADCs, which grows exponentially with the number 
of quantization bits [9], and also grows with increased bandwidth and sampling 
rate requirements, as proposed in next generation systems. For example, com-
mercially available ADCs with resolutions of 12 to 16 bits consume on the order 
of several watts [10]. For massive MIMO configurations employing large antenna 
arrays and many ADCs, the cost and power consumption will be prohibitive, and 
alternative approaches are needed.

The use of low-resolution (one to three bits) ADCs is a potential solution to this 
problem. Our Focus Group has continued to study the case of simple one-bit 
ADCs, which consist of a simple comparator and consume negligible power (a few 
milliwatts). One-bit ADCs do not require automatic gain control and linear ampli-
fiers: the corresponding radio frequency (RF) chains can therefore be implemented 
with very low cost and power consumption. It was shown in [11] that MIMO capac-
ity is not severely reduced by the coarse quantization at low signal-to-noise ratios 
(SNRs); in particular, the power penalty due to one-bit quantization is approximate-
ly equal to only about 2dB in the low SNR region. On the other hand, at high SNRs 
one-bit quantization can produce a large capacity loss, but there is reason to be-
lieve that massive MIMO systems will operate at relatively low SNRs for improved 
energy efficiency, exploiting array gain to overcome the resulting distortion. This will 
be especially true as systems move to higher (e.g., millimeter wave) frequencies. 
In either case, the availability of accurate BS-side CSI is indispensable for exploit-
ing the full potential of a massive MIMO system, and an important open question 
is how to reliably estimate the channel and decode the data symbols under one-bit 
output quantization.
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87Our work over the past year has focused on the communications “uplink,” the case 
depicted in figure 1, in which several single-antenna users transmit signals to the 
multiple-antenna BS. A summary of our accomplishments on the use of one-bit 
ADCs for the massive MIMO uplink is given below:

We derived the Cramer-Rao lower bound (CRLB) for unbiased channel estima- ·
tors, and showed that the performance of any unbiased channel estimator with 
one-bit quantization actually degrades as SNR increases.
We used the Bussgang decomposition [12] to reformulate the nonlinear quan- ·
tizer operation as a statistically equivalent linear system. Contrary to previous 
work, we performed the Bussgang decomposition separately for the pilot and 
data phase as well as for each channel realization. We derived a biased estima-
tor approach we refer to as Bussgang Linear Minimum Mean Squared Error 
(BLMMSE) channel estimator. We calculated the high-SNR channel estimation 
error floor achieved by the proposed estimator, and showed via simulation that 
the BLMMSE approach outperforms previously proposed methods.
We quantified an approximation of the theoretical rate achievable in the uplink  ·
using MRC or ZF receivers based on the BLMMSE channel estimate, and we 
obtained a simple but tight closed-form approximation on the uplink rate at low 
SNR that accurately approximates our empirical observations. Similar work has 
relied on a simpler additive quantization noise model to approximate the rate, 
but it assumed perfect rather than estimated CSI is available at the BS, which 
leads to an overly optimistic assessment.
Using the closed-form expression for the achievable rate, we analyzed the  ·
power efficiency of massive MIMO with one-bit ADCs and showed that similar 
efficiency is obtained as in conventional massive MIMO systems. In particular, 
assuming M antennas, we show overall system performance remains un-
changed if (1) for a fixed level of CSI accuracy (training data power independent 
of M), the transmit power of each user terminal is reduced proportionally to 1/M, 
and (2) power during both training and data transmissions is reduced propor-
tionally to 1/√M.
We proposed an optimal resource allocation scheme to maximize the sum spec- ·
tral efficiency of a one-bit massive MIMO system under a total power constraint. 
Numerical results indicate that the optimal training length in one-bit systems is 
no longer always equal to the number of users and the proposed resource al-
location scheme notably improves performance compared to the case without 
power allocation.
We showed that to achieve similar performance, a one-bit massive MIMO sys- ·
tem employing an MRC receiver will require approximately 2.2 to 2.3 times more 
antennas than a conventional system if the sum spectral efficiency for both 
systems is optimized by employing our optimal resource allocation scheme; for 
the ZF receiver, we showed that to achieve the same goal, increasingly more an-
tennas are needed as average transmit power increases. This result is depicted 
in figure 2, which shows the required ratio of the number of antennas as a func-
tion of the average transmit power. Note that at low SNRs, the factor of 2.2 to 
2.3 also applies to the ZF receiver.
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Probabilistically shaped constellations 
for high-speed wireless

Our research collaboration with colleagues from 
the TUM Institute for Communications Engineering, 
Georg Böcherer and Patrick Schulte, earned us third 
place in the renowned 2015 Bell Labs Prize. As a fol-
low up to this success, we have continued to place a 
special emphasis on showing practical applicability of 
our results. For this purpose, we teamed up with  
Nokia Bell Labs in Stuttgart as well as Deutsche 
Telekom to show that the ideas we’ve developed also 
work in a practical field trial using an optical fiber net-
work owned and operated by Deutsche Telekom [13].  
In the corresponding experiment, it was shown that 
data can be transmitted reliably at an unprecedented 
throughput of one Terabit / s in a so-called super 
channel experiment, where a major enabler was 
the probabilistic shaping scheme. The results were 
presented in a paper at the European Conference 
on Optical Communications (ECOC) in Düsseldorf 
[22]. The paper received broad media coverage, and 
was even featured in the German news magazine, 
Stern [14]. In a second experiment, it was also shown 
that probabilistic shaping improves the throughput 
in long-haul optical transmissions for transoceanic 
cable systems [15]. For the year ahead, we plan to 
extend our research on fast, parallelizable distribution 
matching and channel coding algorithms for industrial 
applications.

Scientific Reports
Exploiting Antenna Arrays for Next-Generation  
Wireless Communications Systems

1  |  Typical massive MIMO scenario: a number of users with single 

antenna mobile devices communicate with a base station that 

possesses a large antenna array of antennas. After the signals are 

received by the antennas, they are digitized by ADCs before being 

combined in the baseband.

2  |  Ratio of the number of extra antennas a one-bit system will 

require compared with a full-resolution system in order to achieve 

the same sum-rate performance for a case with 128 antennas and 

eight users.
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Focus Group Networked Cyber-Physical Systems

The Focus Group on Networked Cyber-Physical Systems (Net-CPS) was estab-
lished in October 2014 by Hans Fischer Senior Fellow John S. Baras and Sandra 
Hirche, together with doctoral candidate, Touraj Soleymani. Research was initiated 
to tackle the important topic of “Value of Information.” The purpose of the research 
undertaken by the group is to foster the development of fundamental principles for 
the design, manufacturing and operation of cyber-physical systems (CPS), which 
collaborate under various networking arrangements and constraints. CPS are 
technological systems in which both physical and cyber components are tightly 
integrated (see figure 1). Examples abound, ranging from smartphones and smart 
sensors, homes, cars, power grids and manufacturing to integrated transportation 
systems, human-robot teams and many others. Most of modern CPS are actually 
networked, typically via the internet or the cloud, or via special logical or physi-
cal networks. Examples include modern factories and enterprises, heterogeneous 
wireless networks and wireless sensor networks, social networks over the inter-
net, the Industrial Internet Consortium (IIC) and the Internet of Things (IoT). When 
networks are under consideration, new fundamental challenges emerge as the 
network semantics and characteristics must be modeled and taken into account. 
The group’s research is focused on addressing fundamental challenges on two 
fronts: (a) the interface between the cyber and physical components and their joint 
design and performance evaluation; (b) the implications of the networked interfaces 
and the collaborative aspects of these systems and their design and performance 
evaluation. An additional challenge that has emerged in the last few years, also ad-
dressed by the Net-CPS Focus Group, is the incorporation of humans – ubiquitous 
elements of such networked CPS – as system “components” from the start of the 
analysis and performance evaluation.

We believe a key to improving our understanding about these systems is something 
we term the “Value of Information.” Two main information-theoretic measures of 
information for a pair of stochastic processes are “mutual information” by Shannon 
sampling series and “directed information” as defined by James Massey. In fact, 
directed information, a definition which first appeared in the context of feedback 
communication, is a generalization of mutual information in which the causality con-
dition is considered. Nonetheless, the above measures fail to show the difference 
between important and unimportant events with similar distributions. In other words, 
they quantify only the amount of reduction in the uncertainty of the recipient about a 
stochastic process in the environment given the side information – regardless of its 
application. This issue has driven the Focus Group’s interest in investigating a new 
measure of information that takes into account operational and economic aspects 
of information. This value of information should quantify the improvement in the 
future expenditure of the system given the causal side information.

Based on the idea of the value of information, the group is targeting the design of a 
mechanism that transmits only important measurements from the plant to the con-
troller in a networked control system (see figure 2; [1], [2], [3], [4]). In this year, in [4] 
we showed that for the estimation problem of a linear system, the optimal sampling 
policy – without presuming a priori any structure – samples a measurement when-
ever the value of information exceeds a threshold. 
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This work connects the value of information to event-
driven sampling, and is in accordance with the idea of 
using the value of information for optimal information 
acquisition. Recently, in an ongoing study we sought 
fundamental limitations in control of mobile cyber-
physical systems. We developed a framework for 
partially observable linear quadratic Gaussian (LQG) 
control over communication networks in which the 
forward channel transporting measurements is mod-
eled by a zero-delay lossy channel, and the feedback 
channel transporting control inputs is assumed ideal. 
Following the rate-distortion tradeoff for control under 
communication constraints we studied minimum-
rate LQG control with optimal event-driven sampling. 
Making use of dynamic programming, we character-
ized the optimal control and the optimal sampling 
policies that achieve the minimum data rate required 
for a guaranteed level of control performance. In 
particular, we proved that in the presence of event-
driven sampling the adopted filter is optimal and the 
separation principle between control and estimation 
holds. We showed that the optimal control policy is a 
“certainty equivalent” policy and the optimal sampling 
policy is a “threshold” policy expressed in terms of 
the value of information.

The Focus Group also successfully organized a major 
event at TUM-IAS, the first “International Symposium on 
Networked Cyber-Physical Systems (Net-CPS 2016),” 
which took place on September 19 – 20, 2016. The 
objective of the symposium was to provide a forum for 
presenting state-of-the-art work and describe chal-
lenges in this emerging and critical area. Internationally 
renowned experts shared their insights during three 
plenary lectures, 12 lectures, two panel sessions and 
two poster sessions. More than 90 researchers from 
Germany and abroad participated in the event. More 
information about the event can be found on pages 
28 –2 9 and at www.ias.tum.de/events/netcps2016. 
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T. Soleymani, S. Hirche, and J. S. Baras, “Optimal self-driven [2] 
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Event Systems (WODES), Xi’an, China, 2016.

T. Soleymani, S. Hirche, and J. S. Baras, “Maximization of  [3] 

information in energy-limited directed communication,” in  

Proceedings of the European Control Conference (ECC),  

Aalborg, Denmark, 2016.

T. Soleymani, S. Hirche, and J. S. Baras, “Optimal information [4] 
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Publications by this Focus Group can also be found in the section 

Publications of this report.

1  |  A schematic view of a networked cyber-physical system.

2  |  Event-triggered sampling in a networked control system.
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Focus Group Control and Robotics

Scientific Reports

Prof. Martin Buss (TUM)  |  Carl von Linde Senior Fellow

Seamless human-robot interaction in dynamic  
environments

At present, the acceptance of robots beyond the group of technical experts is rising, 
and the general public is slowly starting to accept and respect robots as helpful 
servants in daily life – both at home and work. Nevertheless, a robotic servant is 
currently “only” expected to fulfill its assigned task reliably and without harming 
or disturbing the human user. The next logical step is to make robots acceptable 
not merely as servants, but as collaborators in human-robot environments. A robot 
collaborator would need to have the ability to consider multiple acceptance levels 
and needs in order to infer the intentions of a human partner. At the same time, 
complexity from the user’s perspective must not increase in order to keep the 
group of potential users large. Within the ERC Advanced Grant SHRINE, our group 
developed cooperative manipulation skills in robots – skills which imitate human 
manipulation and cooperation behavior and which do not require expert knowledge 
during task execution.

When multiple humans cooperate to solve a physical task, they utilize many 
channels of communication: visual and physical interaction (haptics) are the most 
important. The communication channels which can be used for human-robot inter-
action depend highly upon the particular cooperative task that is being performed. 
Cooperative assembly, for example, may try to avoid physical contact between 
human and machine, whereas in a cooperative transport scenario, both visual  
and haptic communication are available. In the latter case, the two communication  
channels are not equally important, which is the case in many other physical 
cooperation scenarios as well. Haptic communication is superior to visual com-
munication in terms of processing time, precision and information quality. Properly 
exploited, the haptic communication channel alone can even be sufficient to enable 
seamless human-robot cooperation. 
 

1  |  Cooperative flexible object swinging (center) consists of two fundamental dynamics: rigid object 

swinging (left) and pendulum swinging (right).

Martin Buss

 Host
Automatic Control  
Engineering, TUM
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Prof. Dongheui Lee 
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93These observations were demonstrated with an exemplary human-robot coop-
erative dynamic manipulation scenario. In this scenario, complex, pendulum- 
like objects were cooperatively swung up to a target height, at which they could 
be released to be placed at a desired elevated location. Leader and follower  
roles evolved based on available knowledge of the desired object energy, for  
example, height. Without using visual feedback from a camera system, a stand-
ard robotic arm was able to cooperatively swing a pendulum-like object with 
every visitor in our lab.

By projecting the measured interaction forces onto an abstract simple pendulum, 
the robot separates desired from undesired oscillations. An energy-based controller 
excites the desired oscillation at its natural frequency, while undesired oscillations 
can be damped simultaneously. If the target energy of the desired oscillation is 
unknown to the robot, the robot infers the human intent by monitoring and imitating 
the human’s energy flow.

This work was conducted in cooperation with Philine Donner and  
Markus Schill (Automatic Control Engineering, TUM).

Selected Publications
P. Donner and M. Buss, “Cooperative Swinging of Complex Pendulum-Like Objects:  [1] 

Experimental Evaluation,” IEEE Transactions on Robotics, vol. 32, no. 3, pp. 744 – 753, 2016.  

A. Turnwald, D. Althoff, D. Wollherr, and M. Buss, “Understanding Human Avoidance Behavior: 

Interaction-aware Decision Making based on Game Theory,” International Journal of Social  

Robotics, vol. 8, no. 2, pp. 331– 351, 2016.  

Publications by this Focus Group can also be found in the section Publications of this report.
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Focus Group Automated Controller Synthesis

Scientific Reports

Anca Muscholl 

Controller synthesis: from models to implementations 

Cars, planes, power grids, manufacturing plants, robots, and many other systems 
are increasingly controlled by software – and these complex controlled systems 
require formal certification.The Focus Group Automated Controller Synthesis 
concentrates its research on the development of algorithmic techniques for the 
design and validation of these complex controlled systems. Controller synthesis 
techniques produce correct-by-construction solutions that do not require intensive, 
post-factum testing or verification. They offer a promising approach to addressing 
the growing complexity and time-to-market pressures present in a wide range of 
industries and technologies. 

Modern, complex systems often rely on communication over a network connecting 
spatially distributed devices (controlled networked systems, figure 1). As an exam-
ple, contemporary automotive in-vehicle architectures consist of up to 100 elec-
tronic control units, sensors, controllers and actuators connected via shared buses. 
The current state-of-the-art of the design of these networks is based on a number 
of abstractions or idealistic assumptions about the implementation platform for the 
controllers. These include the availability of infinite arithmetic precision, zero com-
putation and communication delays and no deadline misses. As a result, control 
performance that is obtained at the controller design phase significantly deviates 
after the mathematical models of the designed controllers are implemented on a 
hardware architecture. This so-called semantic gap between controller models and 
their implementations gives rise to the need for intensive testing and debugging, 
which currently dominates the design cost in many application domains. Further, 
since the testing, debugging and iterative design processes are often ad hoc in 
nature, this makes certification very time consuming. Our first efforts show that by 
co-designing control algorithms and the platform architectures on which these al-
gorithms are to be implemented, a lot of testing and debugging can be avoided [1].

1  |  FlexRay-based control system.

Our general goal is to develop algorithmic techniques for a joint design and veri-
fication of controllers and their implementation infrastructure, taking into account 
quantitative characteristics of the computation / communication architecture. 

 Hosts
Prof. Samarjit 
Chakraborty
Institute of Real-Time 
Computer Systems, 
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In [1] we proposed a co-optimization approach for FlexRay-based distributed control 
systems that synthesizes both the controllers and the task and communication sched-
ules. Compared with existing methods, this approach is more scalable and allows 
multi-objective optimization – taking into account both the overall control perform-
ance and the bus resource utilization.The certification of performant software such 
as distributed controllers is a significant endeavor. This kind of software is particularly 
fault-prone, because faults may happen under very specific schedules of various 
components. Since the likelihood of exploring such corner case schedules during reg-
ular testing is very low, automated safety check and controller synthesis are a major 
concern. Our long-term objective is to develop scalable algorithms for building distrib-
uted monitors and controllers that guarantee fault-tolerance. One step we have taken 
towards achieving this goal: We have explored algorithmic verification techniques for 
negotiation diagrams, a novel model of distributed computation (figure 2). Negotiation 
diagrams use an interaction primitive combining synchronization and nondeterministic 
choice. They turned out to be surprisingly manageable for algorithmic verification [2], 
and our results suggest that they may be a promising synchronization model for real-
izing scalable algorithms for safety check and controller synthesis. In a second line 
of research, we progressed on automated verification techniques for parametrized 
dynamic concurrent programs. Parametrized verification techniques guarantee that a 
given property, for example, safety, holds independent of the number of components 
in any given system. Our results show that safety can be checked even for computa-
tionally powerful components that can create recursively further components.

Selected Publications
D. Roy, L. Zhang, W. Chang, D. Goswami, and S. Chakraborty, “Multi-objective co-optimization of [1] 

FlexRay-based distributed control systems,” in 22nd IEEE Real-time and embedded technology and 

applications symposium, RTAS, Vienna, Austria, 2016, pp. 279 – 290.

J. Esparza, D. Kuperberg, A. Muscholl, and I. Walukiewicz, “Soundness in negotiations,” in 27th [2] 

International Conference on Concurrency Theory, Québec, Canada, 2016, no. 12, pp. 1–13. 

Publications by this Focus Group can also be found in the section Publications of this report.
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2  |  A negotiation diagram and its equivalent, automatically generated distributed program.
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Focus Group Safe Adaptive Dependable Aerospace 
Systems (SADAS)

Safe Adaptive Dependable Aerospace Systems (SADAS):
“Flying into a novel Future”

For the TUM-IAS Focus Group Safe Adaptive Dependable Aerospace Systems 
(SADAS), our main objective is the investigation of innovative techniques that can 
provide safe, highly reliable and affordable automation for aerospace systems.  
At this juncture, we are taking the research results from previous IAS Focus Groups 
“Aircraft Stability and Control” and “Diesel Reloaded” with the target of using them 
to advance the science. The goal: working towards a novel common approach for 
future aerospace, vehicle and respective multi-vehicle systems featuring the  
“Bi-directional Transfer of Concepts: From aerospace systems to vehicle systems – 
and back.” 

In aerospace applications, alongside the control and mastery of challenging sys-
tems dynamics, compliance with safety requirements and regulations is manda-
tory. Promising new results from control theory research – together with progress 
being made in automation technology – may offer highly attractive approaches 
and solutions for the development of viable, robust and reconfigurable unmanned 
aerial vehicle systems (UAS). Nevertheless, due to the specific requirements and 
general framework conditions in the aerospace environment – in particular the 
totally unresolved certification problem – the advancement of these new methods 
for real-world applications or even entry to market has to be mastered. Although 
initial technology demonstrators are available for testing, there is still a significant 
amount of research to be performed if we want to realize safe, highly reliable and 
affordable systems – ones which also satisfy the strict, mandatory regulations and 
certification requirements imposed upon the transportation- and especially the 
aerospace-industries. 

It is therefore our vision and mission statement to fully develop and mature novel 
control approaches (e.g., those featuring adaptive stabilization and flight envelope 
protection along with reconfiguration methods) towards their valuable application 
within real flying systems by overcoming the so-called “certification collapse.”  
This means we are aiming to develop certifiable “autoflight” systems featuring 
guaranteed stability, robustness and performance properties which comply with 
the rigid requirements for safety, accuracy, availability and survivability that are 
common in the aviation sector. Our research integrates the different – albeit com-
plementary – fields of competence in mechanical engineering, aerodynamics, flight 
system dynamics, control and embedded computers. Our target is the develop-
ment of innovative technologies and solutions for aerospace systems that bridge 
the gap between theory and real flight applications.
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Major activities and achievements in 2016

Over the past year, the SADAS group focused on finalizing development, integra-
tion and testing efforts in preparation for the SAGITTA demonstrator’s first flight 
– a mission that is scheduled for early summer 2017 at the Overberg Test Range, 
South Africa.

The SAGITTA demonstrator is a diamond-shaped, flying wing-type unmanned aeri-
al vehicle (UAV) with a weight of about 145 kg (figure 1). It was developed under the 
auspices of Airbus Defence and Space’s “Open Innovation Pilot Program SAGITTA” 
together with a broad range of high-profile academic partners. The project embod-
ies our vision and strategy for proofing the evidence of validity and feasibility of the 
novel approaches, research results and technologies via in-flight demonstration. 
The former TUM-IAS Focus Group, Aircraft Stability and Control (and now the suc-
cessor group, SADAS) – led by TUM-IAS Rudolf Diesel Industry Fellow, Matthias 
Heller – holds the overall design responsibility for the absolutely vital and safety-
critical flight management system (FMS). The FMS is comprised of the Autoflight 
and Automatic Take-off and Landing (ATOL) system.

A major achievement over the past year has been the delivery of the initial “on-
ground controller and taxi-test software” in the spring of 2016. This facilitated the 
first manual and automatic (self-driving) taxi tests at Manching Airfield (near Mu-
nich) – at velocities of up to 65 knots groundspeed between spring and late autumn 
2016 (figure 2). The next decisive step was a series of systematic (high / low speed) 
automatic taxi tests with different predetermined gain schedule settings. The goal: 
To verify and increase the demonstrator’s ground controller performance, which 
in turn allowed us to finalize its layout and design. Together with the completion 
of autoflight and ATOL functionalities, this culminated in the crucial delivery and 
formal handover of the final first flight FMS software flashed on the flight control 
computer (FCC) in December 2016.

1  |  SAGITTA multidisciplinary 

advanced research demon-

strator – Flying Wing UAV.
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98 After the demonstrator successfully completes the test readiness review (TRR), 
final formal tests will need to be performed: these are targeted for finalization in 
spring 2017. Subsequently, once the SAGITTA demonstrator has successfully 
passed the final hurdle in terms of the flight readiness review, we will prepare it for 
shipment to the Overberg test range in South Africa. At the time of publication, 
the SAGITTA’s first flight mission was scheduled for May 2017: If successful, the 
SAGITTA will have demonstrated our vision for soaring – unmanned – and auto-
nomously into a novel future. 

Concerning space applications: Increases in robustness could be achieved through 
the inclusion of cooperating networked distributed aerospace systems. In this con-
text, our research focus in 2016 centered on coordination approaches for joint ob-
servations by small satellites. Under the framework of the Telematics International 
Mission (TIM), the teams from the University of Würzburg (Germany) and TUM have 
combined their expertise to perform joint research on the Bavarian contribution to 
the mission, TOM (Telematics Earth Observation Mission). TOM consists of three 
picosatellites cooperating in attitude and position estimation, as well as in control 
activities (figure 3). The objective is to improve observation results by targeting the 
same surface areas with cameras on each satellite, and to perform subsequent 
data fusion from different viewing perspectives to obtain 3-D images. A prerequisite 
to this will be ensuring a stable flying formation and coordinated pointing for the 
multi-satellite system, which will be the core contribution of our team. During 2016, 
we prepared the relevant sensor and control technologies as well as testbeds to 
gear up for the start of mission implementation in 2017. 

The SADAS group also had an active role when, back in 2014, Siemens CT 
(represented by Rudolf Diesel Industry Fellow, Gernot Spiegelberg) launched the 
department, eAircraft, in order to develop a high-power-density electrical motor for 
electric flying in cooperation with Airbus. In 2016, eAircraft received the certifica-
tion to develop airborne systems. At this juncture, the knowledge and advances 
gained through the German Federal Ministry of Economics and Technology’s 
(BMWi) Project RACE will be further advanced by combining them with aerospace 
technology. This Project RACE work culminated in 2015 with the development of 
a duo-duplex architecture with Ethernet communication of two centralized main 
computers for safety critical systems as drive-by-wire or fly-by-wire. By using this 
approach, the link between two key technology domains will be accomplished by 
implementation of autonomous driving and autonomous flying on the same integra-
tion platform – at low cost. 

Three doctoral candidates associated to our Focus Group – Stanislav Braun, 
Markus Geiser and David Seiferth – worked in close collaboration with us on all  
of these projects. 

Scientific Reports
SADAS
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Publications by this Focus Group can also be found in the section Publications of this report.

2  |  SAGITTA demonstrator 

testing in 2016 – engine, data 

link, navigation and manual 

/ automatic (self-driving) taxi 

tests at the Manching Airfield 

near Munich.

3  |  Bavarian contribution to 

the Telematics International 

Mission (TIM): TOM (Telemat-

ics earth Observation Mission), 

developed by teams from the 

University of Würzburg and 

TUM.
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Jia Chen

Urban greenhouse gas (GHG) emission monitoring and 
methodology development

This group’s current research focus is on quantifying greenhouse gas emissions 
and understanding the metabolism of pollutants in urban environments. To achieve 
this goal, wide ranges of research topics need to be covered, both in modeling and 
experimental. Modeling includes meso- and micro-scale simulations. Experimental 
techniques include optical sensing using the sun or novel semiconductor lasers 
as light source, spectroscopic methods such as tunable diode laser spectroscopy, 
Fourier transform spectroscopy, ground-based and satellite-based remote sensing. 

We aim to establish a regional sensor 
network with novel differential column 
measurements (figure 1), i.e., column 
measurements (XGHG) inside and 
outside of a given city or urban area. 
Using these measurements, combined 
with models of atmospheric trans-
port (for example, computational fluid 
dynamics, CFD), the group wants to 
demonstrate a new experimental strat-
egy to determine greenhouse gas and 
pollutant emissions in urban areas. 

To deploy and improve the differential column measurement methodology for 
determining the GHG emissions in cities, we carried out field measurements with 
international partners (Harvard University, Purdue University, UC Berkeley, Caltech, 
DLR, KIT, LANL) in Indianapolis and San Francisco using 5 – 6 solar-tracking Fourier 
transform spectrometers. 

We are particularly interested in the accuracy of this novel method, and have de-
ployed 2 – 3 spectrometers to determine the emission rate of CO2 and CH4 of Heiz-
kraftwerk Süd (powerplant south) in Munich. We took measurements in both winter 
and summer, using different measurement strategies. Based on the data gathered, 
we have determined an emission rate which matches well with the inflow. 

We are carrying out CFD simulations of GHG emission from thermal power plants 
in urban environments (figure 2). We are validating these simulations by comparing 
the results with experimental measurements of XGHG. These results have also led 
to the improvement of the design of measurement campaigns.

 Host
Environmental Sensing 
and Modeling, TUM

1  |  Differential column measurement for  

emission determination in cities [1].
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Another approach for differential column measure-
ments followed by our group is the analysis of column 
averaged carbon dioxide XCO2 and solar induced 
fluorescence (SIF) measurements from the Orbiting 
Carbon Observatory-2 Satellite (OCO-2). Compared 
with stationary spectrometers, measurements gath-
ered via a moving satellite provide a global and spatial 
continuous coverage of XCO2 in our planet’s atmos-
phere. Over the course of 2016, we reliably detected 
urban areas of different sizes, geographical locations 
and structure as local carbon sources.

To deploy the compact spectrometers for stationary 
monitoring of urban emissions, an automatic protec-
tion and control system has been developed and 
patented. Since August 2015, we have been measur-
ing GHG concentrations in central Munich.

The Focus Group is also developing optical sensors 
for measuring CO2, CO and CH4 and particle con-
centrations in the urban area. The compact sensors 
use vertical cavity surface emitting laser (VCSEL) and 
LEDs. They are based on the principles of tunable 
diode laser absorption spectroscopy (TDLAS), wave-
length modulation spectroscopy (WMS) and Cavity 
attenuation phase-shift spectroscopy (CAPS). 
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2  |  Isosurface for CO2 concentration of 425 ppm (left), surface concentration of CO2 at z = 2m (right).
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The research goal of the Focus Group 
High-Resolution Gravity Modeling is the 
development of a gravity field model 
with highest resolution of about 100 to 
200 m over land and coastal areas of 
our planet. Such a gravity field model 
is important for several geoscience and 
engineering applications. For instance, 
gravity is a fundamental quantity for 
precision heighting and topographic 
mapping with satellite systems. In 
geophysics, gravity is crucial for mak-
ing inferences on the location and size 
of mass-density anomalies, e.g., salt 
domes or iron-ore bodies. In metrology, 
gravity is required for the calibration of 
precision scales. In these and other ap-
plications, the higher the spatial resolu-
tion of the gravity model, the better the 
representation of field structures, and, 
hence, the overall applicability of the model.

To achieve this goal, the group’s research focus is on (a) assessment and improve-
ment of modeling methods; (b) assessment and combination of data sets (obser-
vations of the gravity field and auxiliary data such as topography models carrying 
information on the gravity field); and (c) application of methods and data to create 
products describing the gravity field to ultra-high resolution.

In 2016, the Focus Group’s research activities centered on the development of 
new computational techniques for 3-D gravity modeling from masses arranged in 
layers. The new technique [1] can be applied, for example, to accurately compute 
the gravity field generated by ocean water masses, which are bounded by the 
seafloor (known from depth measurements) and the water surface (known from 
satellite observations). The computational techniques work in the spectral domain 
– that is, the field structures are represented through series of weighted sine- and 
cosine terms – and take into account the ellipsoidal shape of the Earth. This is a 
novel aspect of our work and important in practice, given that the shape of planet 
Earth is much closer to an ellipsoid of revolution than a sphere. The new technique 
has been applied to generate a new, high-resolution synthetic model of the Earth’s 
gravity field, as generated by the known masses of the topography (mountain and 
valleys), water masses of the oceans and the Earth’s major lakes and major ice-
sheets. The model was released under the name dV_ELL_Earth2014 via the serv-
ices of the International Association of Geodesy. The research described in [1] was 
made possible thanks to major contributions by the group’s doctoral candidate, 
Moritz Rexer, whose PhD thesis is near completion.

Focus Group High-Resolution Gravity Modeling

Scientific Reports

Christian Hirt

 Host
Prof. Roland Pail  
Astronomical and Physi-
cal Geodesy, TUM

1  |  The gravity field generated by the Earth’s 

topographic, water and ice masses, computed 

with the so-called ‘layer-based gravity forward 

modeling approach in ellipsoidal approximation.’ 

The panel shows the gravity effect at the  

Earth’s surface, obtained from our model  

“dV_ELL_Earth2014”. Mass excess (e.g., over 

the Himalayas) results in a strongly positive  

gravity effect. Unit in 10-5 m s-2 [1].
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Moritz Rexer (TUM)  |  Doctoral Candidate

2  |  Artefacts in gravity values 

produced by the spectral  

gravity modeling technique. 

The panel shows the necessity 

to extend the gravity modeling 

to extremely fine spatial scales 

(1 km) when the gravity field is 

modelled with high accuracy 

from a topography model 

with 10 km resolution. The 

artefacts, named “fan effect 

of spectral gravity modeling” 

were discovered in the work 

by Hirt et al. [2]. Unit in 10-5  

m s-2 [2].

A second focus of our work was on the rigorous validation of different computa-
tional techniques used in the modeling of gravity fields from given mass distribu-
tions [2]. We applied strategies developed by the group for the first time to validate 
gravity model computations at 10 km spatial resolution, and were able to demon-
strate excellent agreement (level of 10-6 m s-2) for gravity accelerations from two 
independent modeling techniques [2]. The numerical experiments involved were 
numerically extremely expensive because several gravity models consisting of 233 
million coefficients had to be computed. The work presented was the first to demon-
strate the correctness of gravity modeling techniques based on mass distributions 
and 10 km resolution.

Further work concentrated on the assessment of new-generation topography data 
sets from the German TanDEM-X space mission and quantification of approximation 
errors in gravity modeling, both studies of which are important to ensure sufficient 
accuracy in present and future gravity products developed by the group members.  
A key publication summarizing the state-of-the-art of gravity modeling using topo-
graphy data sets appeared in the handbook of geodesy [3]. Finally, it is worth 
mentioning that our research activities will be continued and extended to highest 
spatial resolution thanks to funding provided by German National Research Founda-
tion (2016 – 2018). This follow-up research would not have been possible without the 
support provided by the TUM-IAS to our Focus Group from 2013 – 2016.

Selected Publications 
M. Rexer, C. Hirt, S. J. Claessens, and R. Tenzer, “Layer-based modeling of the Earth’s gravitational [1] 

potential up to 10km-scale in spherical harmonics in spherical and ellipsoidal approximation,”  

Surveys in Geophysics, vol. 37, no. 6, pp. 1035 –1074, 2016.

C. Hirt, E. Reußner, M. Rexer, and M. Kuhn, “Topographic gravity modeling for global Bouguer maps to [2] 

degree 2,160: Validation of spectral and spatial domain forward modeling techniques at the 10 microgal 

level,” Journal of Geophysical Research – Solid Earth, vol. 121, no. 9, pp., 6846 – 6862, 2016.

C. Hirt, “Topographische Modellierung des Gravitationsfeldes,” in Handbuch der Geodäsie,  [3] 
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Publications by this Focus Group can also be found in the section Publications of this report.
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Focus Group Sustainable Water Cycles for  
Cities of the Future

Prof. Stuart Khan (University of New South Wales)  |  Hans Fischer Fellow
Philipp Michel (TUM)  |  Doctoral Candidate

Scientific Reports

Stuart Khan 

The principal objective of the EU Water Framework Directive (WFD) is to protect water 
quality and ecological attributes of Europe’s rivers, lakes, groundwater and coastal 
beaches. An important focus of the WFD is the control of chemical substances that 
may, when released into bodies of water, result in detrimental ecological impacts. 
Priority chemical substances have been identified according to approaches outlined in 
the WFD. Advanced wastewater treatment technolgies have been proposed to reduce 
contaminant loads from these point sources. However, these advanced treatment 
technologies are energy intensive, operationally complex and expensive. In light of 
these considerations, the investment in the implementation of advanced treatment 
technologies should be balanced against the environmental benefits versus environ-
mental impacts and financial costs. The relationship between these costs and benefits 
will vary – both between locations and also over time.

A central research focus is the understanding and modeling of cause-effect 
relationships which could provide a mean for dynamic and more quantified 
decision -making for advanced wastewater treatment, driven by machine learning 
approaches. This approach could result in significant savings in overall energy 
consumption, and thus lower costs and greenhouse gas emissions. Using state-
of-the-art modeling approaches, this research will advance the predictive capacity 
for diverse contaminant concentrations in wastewater treatment and receiving 
environmental systems. 

1  |  Schematic data processing.

The focus of this study is on the removal of trace organic chemicals and surrogate 
parameters that correlate with their removal. Issues related to data, model struc-
tures, incorporations of variability and uncertainty, calibration, potential surrogate 
parameters, and model validation will be investigated. The contributions of existing 
systems and parameters determining environmental contaminant concentrations 
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105(e.g., source variability, existing treatment, discharge 
dilution, environmental processing) will be accounted 
for. Figure 1 illustrates a dynamic system in assess-
ing water quality. In this concept, surrogates and 
generated latent variables feed into a fate model 
based either on mechanistic or multivariate stochas-
tic mechanisms. Subsequently, the modelled target 
variables and their probabilities of occurrence feed 
into a holistic Bayesian network. This allows further 
decision making based on a yet not common trans-
parent scheme. This approach of the field of machine 
learning will employ and evaluate clustering machine 
learning, probabilistic modeling including “Bayesian 
belief networks” (BBN) with partially static and online 
data-driven data sources. The final target is a com-
prehensive dynamic monitoring approach, which is 
dealing with relevant system variations in real-time 
context.

In 2016, the main focus of our work was to complete 
a review paper which discusses the potential of 
current regulatory tools and controls for a dynamic 
water quality risk profile in water quality management. 
Additionally, a large field sampling campaign at the 
wastewater treatment plant Munich II was performed, 
which provides the major basis for the data analysis. 
For the latter, the computational basis for the different 
machine-learning modules was developed. 

A further aspect of this sampling campaign was to 
investigate advanced statistical machine-learning 
concepts with the perspective to capture new multi-
dimensional sensory data (3D-fluorescence) and so 
called software sensors. By embedding this data in 
the machine-learning environment, we are proposing 
a new process for knowledge discovery and infor-
mation gathering. Publications for this Ph.D. project 
are currently in the preparation stage. At the start of 
the year, Stuart Khan and Jörg Drewes were suc-
cessful in attracting a joint funding grant in the con-
text of the Australia-Germany Joint Research Coop-
eration Scheme being a joint initiative of Universities 
Australia and the German Academic Exchange Ser-
vice (DAAD). This funding was earmarked to facilitate 
the exchange of doctoral candidates between TUM 
and the University of New South Wales (UNSW)  
during 2016 and 2017.

Doctoral candidate Philipp Michel visited the UNSW 
from January 18 to March 31, 2016, to undertake 
collaborations with Stuart Khan and his Australian 
doctoral candidates. During this time, Philipp Michel 
worked on developing new skills with Bayesian net-
work modeling and machine learning, and strength-
ened the collaboration with doctoral candidate 
Guido Carvajal Ortega at UNSW. From June 11 to 
July 16, 2016, Stuart Khan visited TUM. During this 
time, he visited the Universidade Nova de Lisboa 
where he gave a presentation on emerging issues in 
urban water quality management. Between August 
25 to October 7, 2016, Guido Carvajal Ortega visited 
TUM. This visit was funded by the DAAD Australia-
Germany Joint Research Cooperation Scheme. Dur-
ing this visit, he conducted research on disinfection 
performance evaluation during ozonation of second-
ary effluent using Bayesian analysis. Doctoral can-
didate Philipp Michel is now preparing for a second 
visit to UNSW in 2017.

Throughout 2016, Jörg Drewes and Stuart Khan have 
been working together on the organizing committee 
for the largest international water reclamation and re-
use conference, which will take place in Long Beach, 
California during July 2017. Drewes will serve as chair 
of the conference. Moreover, Stuart Khan and Jörg 
Drewes co-authored a new chapter in a forthcoming 
book on “Advanced Oxidation Processes for Water 
Treatment.” The chapter focuses on applications of 
advanced oxidation for potable water reuse. The book 
will be published by the International Water Associa-
tion (IWA) in early 2017 [1].

Reference
S. J. Khan, T. Walker, B. D. Stanford, and J. E. Drewes, [1] 

“Advanced treatment for potable water reuse,” in Advanced 

Oxidation Processes for Water Treatment: Fundamentals and 

Applications, Mihaela I. Stefan, Ed. London: IWA Publishing, 

2017, ch. 14.
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Prof. Annette Menzel (TUM)  |  Carl von Linde Senior Fellow
Prof. Dianne Newell (University of British Columbia)  |  Visiting Fellow
Dr. Ricardo Acevedo-Cabra  |  Postdoctoral Researcher

Focus Group Global Change

Scientific Reports Is there a limit to phenological advance by climate  
change-induced warming? 

Phenology, such as flowering and bud burst, is strongly determined by spring tem-
peratures, and with climate warming, such events have been observed as occurring 
progressively earlier in the year. Phenology is therefore a suitable bio-indicator of 
climate change, mirroring spring temperatures almost linearly. In the future, can we 
expect a greening of the vegetation to occur around Christmas or even earlier?

The Focus Group Global Change is concentrated on this topic of universal interest:  
If climate warming continues, will there be a natural limit in phenological advance, 
e.g., triggered by a short photoperiod or lack of chilling in the preceding autumn / 
winter months? This would lead to a flattening of the linear response, and a loss of 
temperature sensitivity [1]. Long-term datasets demonstrate this flattening at the 
colder edge of the temperature range (see figure 1). For the period 1951– 2012, we 
analyzed more than 550,000 annual observations of spring phenological phases 
(flowering, leafing) at more than 3,500 sites across 22 countries in Europe [4]. The 
mean sensitivity of phases varied among species, ranging from -7.7 days °C-1 for the 
flowering of hazel (occurring in early spring) to -2.7 days °C-1 for the leafing of Eu-
ropean beech and oak (usually observed in mid-May). In contrast to our hypothesis, 
we could not identify a general loss of sensitivity at the warmer edge of our data set. 
For only 14 percent of the time series, there was an s-shaped model solution of the 
temperature response superior to a linear one. However, most of the series revealed 
a flattening of the response at the cooler edge, pointing to a natural limit of delay to 
onsets in exceptionally cold springs. 

The Focus Group continued to work on this topic together with Tim Sparks, who 
joined us again during a visiting guest professorship in summer 2016. For this 
project, we concentrated on a small perennial plant species re-sprouting in spring 
from subsoil rhizomes. Here, we found an interesting novel aspect: Weather condi-
tions in autumn seemed to influence spring phenology – most likely by modifying 
plant respiration and thus altering the plant’s stored starch reserves. Equally, this 
proposed process may set a natural limit to warming-induced advance in phenology. 

Pollen-free offices in research buildings?

Pollen-induced allergies constitute a major health risk for ~15 percent of the Ger-
man population. Since people – whether staff, students or scientists at universi-
ties – spend most of their time indoors (on average 90 percent of the day), standard 
measurements of airborne pollen concentration on elevated rooftops do not mirror 
the actual amount of exposure an individual has to airborne pollen. Our group meas-
ured ambient pollen concentrations in offices in buildings of the Technical University 
of Munich at Freising and of KIT at Garmisch-Partenkirchen [5]. As expected, indoor 
pollen concentrations were generally lower than outside concentrations. The I/O 
ratios (indoor / outdoor concentration) ranged, for example, between 0.07 and 0.75 
(Birch pollen 2015 in Freising). 

Annette Menzel

 Host 
Ecoclimatology, TUM

1  |  Site-specific mean onset 

dates (day of the year) versus 

mean early spring tempera-

ture for hazel flowering across 

Europe. Line represents the 

nonlinear (sigmoidal) fit.
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Prof. Annette Menzel (TUM)  |  Carl von Linde Senior Fellow
Prof. Dianne Newell (University of British Columbia)  |  Visiting Fellow
Dr. Ricardo Acevedo-Cabra  |  Postdoctoral Researcher

However, these ratios strongly depended on outside 
meteorology and ventilation schemes. Tilted windows 
were compared to short ventilation, though there was no 
consistent difference between the two. Hourly I/O ratios 
increased with the outside temperature, wind speeds, 
and wind direction perpendicular to the window open-
ing. Pollen accumulating in the rooms led to increased, 
medically relevant concentrations at times when outside 
pollen concentration may have fallen again.

Monitoring climate change in the  
subarctic – hidden treasures at TUM
The sub-Arctic land surface temperature has sub-
stantially warmed since the mid-20th century, lead-
ing to drastic changes in the biosphere – specifically 
in the phenology of plants and animals in Greenland. 
Equally, the extent of Arctic sea ice dramatically 
decreased between 1979 and 2012. Whereas current 
data products show that it is certain that globally  
averaged land surface temperature has risen since 
the late 19th century, there is low confidence in 
changes prior to 1880, especially due to a reduced 
number of stations. 

The Arctic is one region where historical meteoro-
logical datasets are extremely sparse, and any sup-
plemental data is welcome. In a joint cooperation 
with Dianne Newell and Cornelia Lüdecke (Center 
for History of Science and Technology, University of 
Hamburg), we worked on meteorological observa-
tions at the Moravian Brethren’s Labrador and Green-
land missions. The professorship of Ecoclimatology 
has surviving collections of duplicated, handwritten 
instrumental meteorological records and observations 
conducted at the Moravian stations (figure 2). They 
cover the period from 1841 to 1879, and seem to be 
a unique and valuable source for the work of histori-
cal climatology in sub-Arctic regions. We reviewed 
the range of historical data available in both archival 
collections and historical publications, then digitized 
a feasible amount of this collection and combined the 
data with more recent data. Initial analyses demon-
strate a huge potential of these data to study changes 
in the sub-Arctic, especially pertaining to the frequen-
cy of polar lows which will be presented in 2017 at the 
EGU General Assembly in Vienna [2]–[3].
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2  |  Photo of the so-called Lamont copies collection of unpublished 

Moravian meteorological data of the 19th century from mission sta-

tions in Labrador and Greenland.
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Focus Group Modeling Spatial Mobility

Scientific Reports Taking on the challenge of transportation  
issues in the 21st century

The goal of research for the Modeling Spatial Mobility (MSM) Focus Group is 
to improve integrated land use / transportation modeling to promote advanced 
scenario analysis. This includes the development of models for land use and 
transportation by utilizing data from a variety of sources, including census data, 
surveys and crowd-sourcing data. Our work also incorporates data from the 
spatial analysis of travel behavior and location choice of households and firms. 
The interaction between land use and transport is of special interest: ultimately, 
models and spatial analysis should facilitate the improvement of policy analysis 
by enhancing scenario capabilities – and by making model sensitivities more 
realistic. 

Currently, an integrated land use / transport modeling suite for the Munich met-
ropolitan area is under development. The Base year is 2010, and the model will 
simulate land use and travel behavior until 2050. The study area consists of 444 
municipalities with a population of 4.5 million living in 2.2 million households. The 
study area has been delineated based on commuter flows and is shown in figure 1. 
The size of the study area was chosen because of the long commute distances and 
times prevalent in the Munich metro region: these are driven, in part, by Munich’s 
relatively high real estate and rental prices. 
 
The model will be used to improve our understanding of the impact of public poli-
cies – such as increased transit fares, zoning restrictions and new transport infra-
structure. The model will also be applied to test technological advances in trans-
portation, such as autonomous vehicles or advanced communication technologies. 
Last but not least, global trends, such as the development of energy prices, will  
be analyzed with the model. Ultimately, such models are utilized to inform policy  
making and for testing what-if scenarios.

To create a consistent zone system for this study area, a raster cell system was 
created based on the quadtree algorithm. This method creates smaller raster cells 
in urban areas, and larger raster cells in rural regions, thereby allocating resources 
in proportion to levels of activity. This approach to modeling has been enhanced 
by intersecting raster cells with jurisdictional boundaries: resulting slivers and 
small pieces of raster cells were merged with neighboring raster cells in the same 
municipality. Figure 2 shows raster cells for the city of Munich and a few surround-
ing municipalities. For the entire study area, 5,428 raster cells were generated. 
The method is flexible, and it is possible to generate more or fewer raster cells for 
selected studies.

All models are built as microsimulation models. In aggregate models, the same 
level of aggregation of socio-demographic data is carried through the entire model. 
Using micro data instead allows every module to use different attributes of the 
micro data, or aggregations thereof.

Rolf Moeckel
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Model development follows the agile approach. In this 
paradigm – borrowed from computer science – the 
simplest model possible is implemented initially, and 
subsequently and gradually improved as necessary. In 
this concept, an operational model is maintained from 
the very beginning. At every step, the results are vali-
dated against observed data. The step that performs 
the least satisfactorily will be improved upon next. 
The agile approach applies both to model design and 
to data. In many cases, data may be borrowed from 
other models to speed up model implementation. 
Where borrowed data are found to work unsatisfacto-
rily, they are replaced with local data.

The modeling suite developed by our group con-
tains several modules, including SILO for land use, 
MITO for travel demand (both developed at TUM) and 
MATSim (developed at ETH Zurich and TU Berlin) for 
the assignment. All models are written in Java, which 
facilitates their tight integration. In 2016, a synthetic 
population was created, a microscopic trip generation 
module was implemented and we developed a module 
to calculate travel time budgets for every household. 

Also, the highway and road network utilized in our 
model was created using open-source street maps, 
and initial traffic assignments in MATSim were imple-
mented successfully. The next steps in the process 
will include the addition of microscopic destination 
choice and mode choice models.

All models developed by this research group are open 
source under the auspices of the GNU licensing agree-
ment, and are available at https://github.com/msmo-
bility free of charge. Interested users are welcome to 
download, use and further develop these models. Ad-
ditionally, data to run these models are shared – so long 
as the sharing thereof doesn’t violate privacy concerns. 
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Publications by this Focus Group can also be found in the section 

Publications of this report.

1  |  Munich metropolitan area for the integrated land use /  

transport model.

2  |  Raster cells in Munich reflecting population and employment 

densities in zone sizes.

E
nviro

nm
ental and

 E
arth S

ciences, B
uild

ing
 Techno

lo
g

y



Focus Group Climate Flows

Prof. Carlo Ratti (Massachussetts Institute of Technology & Carlo Ratti Associati) 
Rudolf Diesel Industry Fellow
Daniele Santucci (TUM)  |  Doctoral Candidate

Scientific Reports

Carlo Ratti 

Climate Flows

In the future, climate change will increasingly manifest itself in cities and urban 
areas in a variety of direct and indirect ways. These phenomena will include 
ever more – and ever more extreme – adverse-type weather events such as heat 
waves, flooding and extreme discomfort conditions. We will also see more subtle 
changes occur, such as higher temperatures in urban microclimate areas, or 
worsening air quality. Alongside the challenges posed by changing climate condi-
tions, urban population growth will lead to rapid densification in cities – by 2050, 
around two-thirds of the human population is predicted to be residing in cities 
and urban areas. This will place an ever-greater demand on resources – both 
natural and humanmade. 

The totality of environmental conditions regulates the use of public space and 
influences socio-technical questions. And the evaluation of these conditions 
demands innovative computational methodologies and tools. Nowadays, there 
is a preponderence of research data available to social scientists – especially the 
manifold data of social life that is generated by human activities in cities and ur-
ban areas: public transport, everyday interactions and demographics, education, 
public health, crime, environment, etc. As a result, the challenge facing social 
scientists is not only the question of how to collect, process and interpret such 
huge arrays of information. It also lies in how to manage this data in an interdisci-
plinary setting, through the exchange of expertise between disparate disciplines 
in order to develop an integrated understanding of socio-technical environments 
and social interaction.

Recently, advancements in technologies and tools – such as in big data and high 
computational power and speed – are opening up a completely new platform for 
allowing us the ability to push into the microscale – and to monitor behaviors in 
high resolution. We’ve got a level of precision in terms of scale that, for example, 
doesn’t just show us that when it rains, people in cities switch transport modes 
from bikes or trains to cars. The tools at hand can also tell us how people occupy 
and use public spaces in all seasons and weather. In light of this, the necessity for 
developing tools that allow us to sift through different layers of data gathering, data 
visualization and data mapping is growing in importance.

Within this framework, our research group is investigating the relationship between 
environmental conditions in urban areas and cities, and how people occupy and 
use urban spaces – especially in regards to individual mobility. Our aim is to de-
termine a systematic relation. The methodology we’ve outlined previously will 
provide us with new approaches to understanding the influence of environmental 
conditions on human activity and the use of outdoor space in urban areas and 
cities. It will also provide us with more information on the ramifications of urban 
and mobility planning, which will – in turn – allow us to tailor this planning to both 
create more livable public spaces and counteract more frequent extreme climatic 
phenomena.
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Outdoor comfort dynamic model
The Elytra Pavilion at the Victoria & Albert Museum in London is being 
used as a case study to evaluate the relationship between the move-
ment of humans in an urban public space and outdoor thermal comfort.

Our Focus Group is currently developing an “outdoor comfort  
model” based on ongoing measurements that look at conventional 
methods being used to assess thermal comfort (for example, the 
universal thermal climate index, or UTCI). We are working with mod-
els that measure and quantify comfort levels with different indices at 
specific moments in spatial distribution. The aim of this research is to 
map thermal comfort – both in time and space – to provide a spatio-
temporal distribution of comfort levels. This will allow us to predict 
human response to changing microclimatic conditions. One of the 
first steps we took within this context was the integration of existing 
tools (including tools such as ENVI-met, TRNSYS and Grasshop-
per) – in lieu of developing a new one of our own. We integrated tools 
based on the accuracy of their outputs to increase the reliability of 
simulation results, and to compare them with real measured data. 
Outdoor comfort models require precise microclimate data to de-
termine conditions with a high resolution. In an urban context, the 
morphology of the built environment and material properties are two 
key factors that influence microclimate: Based upon this assumption, 
ongoing studies are targeting patterns to correlate urban microcli-
mate and density factors in cities.

 

1  |  Comparison between outdoor comfort (UTCI) – above – and movement patterns 

for a specific timeframe.

To establish valid relations, the com-
bination of a diverse set of methods is 
particularly important, because large 
datasets containing both location-based 
and social data have not yet been suffi-
ciently systematically tested at different 
scales [1], especially not when they are 
comprised of rather heterogeneous data. 
The question of individual and intersub-
jective outdoor comfort is an interesting 
case – not only for the development of a 
multiplex approach, but also to facilitate 
the determination of which data in com-
bination make sense – and what kind of 
biases can be ruled out, or which ones 
would prove useful in relation to the 
research questions. 

In collaboration with Eduard Milden-
berger, a research assistant working at 
the Chair for Building Technology and 
Climate Responsive Design, TUM.
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Focus Group Supramolecular Chemistry

Scientific Reports
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Dynamic supramolecular materials

Supramolecular assemblies consist of molecular building blocks that are assem-
bled via non-covalent interactions such as hydrogen bonding and ionic interac-
tions. Material properties can be encoded into these building blocks, which give 
rise to supramolecular materials. Prominent examples include liquid crystals in 
LCDs, or amphiphiles compounds in detergents. In recent decades, there have 
been tremendous developments in the field of supramolecular materials, and as 
a result of combined efforts, the use of supramolecular materials can nowadays 
be found in a range of areas including healthcare and opto-electronics. Despite 
this progress, however, these materials remain rather simple, especially concern-
ing responsiveness or adaptivity to environmental changes. That’s especially true 
when compared to biological equilibrium supramolecular structures, like the cyto-
skeleton, but also when compared to entire cells and organs.

While most human-made materials reside in equilibrium and are thus controlled by 
thermodynamics, biological materials typically exist in states far-from-equilibrium, 
e.g., states driven by chemical reaction networks that consume chemical fuels 
such as ATP or GTP. In other words, these materials are controlled by chemical  
reactions (kinetics) rather than by thermodynamics. As a result of this kinetic con-
trol, biological materials are endowed with unique properties including a limited 
lifetime, robustness, adaptivity and the capacity to self-heal. Such unique material 
properties offer opportunities for materials science. Imagine, for instance, a pack-
aging material that is able to self-heal when damaged, and which has a predefined 
lifetime after which it autonomously disintegrates. 

Inspired by the unique properties that biological far-from-equilibrium materials offer, 
our group aims at designing and synthesizing analogs of such kinetically controlled 
materials – and testing their unique properties. In this process, supramolecular  
assemblies are coupled with two different chemical reactions: an activation and  
deactivation reaction. In the activation reaction, a building block consumes a chemi -
cal fuel, thus activating it for self-assembly. Only upon activation can assembly into 
the desired supramolecular material occur. Crucially, the activated building block is 
thermodynamically unfavored, and will ultimately be reverted to the original building 
blocks by the deactivation reaction. The associated supramolecular material is, as 
a result of the continuous activation and deactivation, dynamically formed and only 
present for as long as there is fuel.

1  |  Scheme of the chemical reaction network for the fuel-driven 

formation of a transient product. A dicarboxylate (precursor, blue 

brick) is converted into an anhydride (product, red brick) by con-

sumption of a carbodiimide (fuel). The aqueous anhydride product 

is unstable and rapidly hydrolyzes back to the corresponding 

dicarboxylate precursor. The dicarboxylate precursor carries two 

negative charges while the anhydride product is uncharged.  

The loss of the charges decreases the solubility of the precursor 

and thereby induces self-assembly.

F
und

am
ental N

atural and
 Life S

ciences



113

Prof. Job Boekhoven (TUM)  |  Rudolf Mößbauer Tenure Track Professor
Dr. Chandan Maity, Dr. Marta Tena Solsona (TUM)  |  Postdoctoral Researchers
Raphael Grötsch, Benedikt Rieß, Caren Wanzke (TUM)  |  Doctoral Candidates

In the group’s first year with the TUM-IAS, it realized 
the development of a successful chemical reaction 
network that has the ability to drive the formation of 
dynamic supramolecular materials. In this chemi-
cal reaction network, a dicarboxylate is converted 
into a metastable anhydride driven by the irrevers-
ible consumption of a carbodiimide (i.e. fuel). These 
an hydrides are intrinsically unstable and hydrolyze 
quickly to their original dicarboxylates. In other words, 
we can transiently create anhydrides in a chemical 
reaction network driven by chemical fuels (figure 1). 

To couple this network with the formation and de-
gradation of supramolecular material, we use the fact 
that the precursor carries two negative charges and 
is thus well soluble, while the metastable anhydride 
is uncharged and thus less soluble. We molecularly 
engineered the rest of the molecule to drive self-
assembly of the less soluble anhydride into gel fibers, 
colloids and spherulites (figure 2). Over the course 
of our research, all these assemblies were shown to 
autonomously form in response to chemical fuels and 
degrade when they ran out of fuel. Interestingly, their 
lifetimes were tuned from minutes to hours by simply 
altering the components in the chemical reaction net-
work. Reusability was also demonstrated by addition 
of another batch of fuel. 

The transient nature of these assemblies was ex-
ploited as temporary supramolecular materials. For 
instance, Fmoc-D solutions with transient turbidity 
were used as a carrier for temporary messages with 

a tunable lifetime (figure 2a – c). Fmoc-E formed large 
colloids, which were explored as vehicles that released 
hydrophobic contents in a predictable fashion (figure 
2d – f). Finally, Fmoc-tripeptides, like Fmoc-AAE,  
self-assembled into hydrogels that autonomously 
and with a predefined lifetime turned back to liquids 
(figure 2g – i). 

Taken together, our Focus Group has demonstrated 
that simply coupling the formation of supramolecular 
materials with a fuel-driven chemical reaction network 
endows the resulting materials with unique properties. 
In this work, we have exploited the spatial and tem-
poral control over the material as one of the unique 
properties which we demonstrate by self-erasing inks, 
colloids that fall apart with predictable lifetimes and 
thus release their contents predictably and hydrogels 
that turn into fluids at a tunable time.

Selected Publication 
T. Tantakitti, J. Boekhoven, X. Wang, R. Kazantsev, T. Yu, J. Li, [1] 

E. Zhuang, F. Zandi, J. Ortony, C. Newcomb, L. Palmer,  

S. M. Gajendra de la Cruz, G. Schatz, and S. Stupp, “Energy 

landscapes of supramolecular systems determine their  

function,” Nat. Mater., vol. 15, no. 4, pp. 469 – 476, 2016.

2  |  (a, d, g) Molecular structures of the tested precursors Fmoc-D, 

Fmoc-E and Fmoc-AAE, respectively. (b, e, h) 3-D plots of the an-

hydride concentration against time after addition of fuel for different 

initial fuel concentrations for each precursor. (c) Self-erasing inks 

of Fmoc-D. Fmoc-D were embedded into polyacrylamide hydrogel. 

Only where fuel was applied does turbidity appears. The anhy-

dride product hydrolyzed in water and the assemblies disappeared 

when the system ran out of fuel. The self-erasing medium could be 

reused several times. (f) Confocal micrographs Fmoc-E with fuel 

in the presence of Nile Red and pyrene (dyes were added sequen-

tially) and sequentially release profiles of pyrene (blue markers) and 

Nile Red (red markers) from the particle. (h) Photograph and confo-

cal micrographs of a transient hydrogel from FmocAAE with fuel. 

Publications by this Focus Group can also be found in the section 

Publications of this report.
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During the past year, the Functional Metagenomics Focus Group finalized a number 
of tasks it originally set out to accomplish. This included: (1) building a database 
of microorganism functional similarities, fusionDB, with an intuitive interface and a 
built-in ability to analyze newly sequenced microorganisms (figure 1) and (2) creating 
a new method for mapping reads to parent protein functions and building a metage-
nome-to-function pipeline, mi-faser. Both publications have been submitted and the 
associated computational resources are publicly available from the bromberglab.org 
services website. Additionally, we showed that our new, sequence-based predictor 
of type III secreted effectors, pEffect, is just as accurate in annotating sequencing 
reads as it is full length proteins – a finding that makes pEffect the next perfect  
candidate to be plugged into our mi-faser metagenome analysis pipeline.

When taken together, these developments allow for fast and accurate interpretations 
of metagenomic and transcriptomic data allowing for new discoveries. For example, 
we demonstrate that closely related microorganisms could share less functional-
ity than unrelated members of the same environment (figure 1). In a more applied 
approach, we could also demonstrate that our analysis can distinguish gut microbi-
omes of Crohn’s patients from that of their healthy relatives, even when they reside 
in the same household (figure 2). 

Resources
Type III secretion prediction:  x

http://services.bromberglab.org/peffect

Functional analysis of microbiomes (submit metagenome/transcriptome data)  x

http://services.bromberglab.org/mifaser

Analysis of microbial functional similarities (submit microbial proteome)  x

http://services.bromberglab.org/fusiondb/
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1  |  Organism pairwise similarity is higher among organisms 

living in the same environmental conditions. The mean pairwise 

similarity for same (SC) and different (DC) condition organisms ac-

cording to (A) temperature preference, (B) oxygen requirement, and 

(C) habitat. For all points without error bars, the standard errors are 

vanishingly small.

2  |  Functional capabilities of microbiomes of CD-affected 

individuals differ from healthy individuals and from each other. 

(a) The pedigree of the family in our study. Filled markers indicate 

CD affected individuals and empty markers are healthy individu-

als; dashed outline markers indicate individuals not included in this 

study. Individuals grouped by circles live in the same household.  

(b) The non-metric multidimensional scaling (NMDS) graph repre-

sents the distribution of individual microbiome functional profiles. 

Samples are labeled with identifiers (S1-S11) and household 

numbers (H1, H2, or H3, in parenthesis). Legend marker numbers 

(G1 - grandparents, G2 - parents, G3 - children) represent genera-

tions, while marker shapes relate generations and CD status. Sick 

individuals (filled markers) localize separately from each other and 

from the cluster of healthy individuals (empty markers).
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Research being conducted by the Focus Group Integrative Structural Biology is 
centered on the development and application of computational methods to de-
scribe the behavior of biological molecules at high resolution. We are interested 
in enabling the use of computer simulations to provide accurate descriptions of 
the behavior of proteins and nucleic acids in such a way as to predict the effect of 
mutations or those resulting from the interactions with other molecules. 

We utilize molecular dynamics simulations that are based on models of proteins, 
nucleic acid and other biological molecules to accomplish our research targets. 
The group integrates the data resulting from structural biology techniques such 
as nuclear magnetic resonance (NMR spectroscopy), small angle x-ray scatter-
ing (SAXS) and cryo-electron microscopy, making use of techniques derived from 
information theory and statistics. In this way, we aim at improving the quality of 
physical models employed in computer simulations to provide robust and quantita-
tive descriptions of biological systems that can be used to rationally design new 
experiments.

In 2016, our focus was mainly on developing a new theoretical framework in which 
to integrate equilibrium experimental data into standard physical simulation mod-
els. In the past, we worked within the maximum entropy framework: However, this 
does not allow for a direct inclusion of errors in the experimental data as well as  
in their interpretation. We have now introduced a more general framework, meta-
inference, which is based on Bayesian statistics. It allows for the integration of 
physical- based models with equilibrium experimental data, and weighting them to 
take into account possible sources of errors: of notice that this is also equivalent to 
our former maximum entropy approach when errors are negligible. 

Parallel to this, we have applied our methods to develop a better understanding of 
the role played by protein dynamics in protein folding and aggregation. In particu-
lar and in collaboration with John Christodoulou at University College of London 
(UK), we have studied to which extent the behavior of a nascent protein – a protein 
being translated by the ribosome – is actually influenced by the ribosome itself. In 
particular, we have focused our attention on two representative cases: a classical, 
well-folded protein (a protein with a well-defined 3-D structure); and an intrinsically 
disordered protein, α-synuclein, that is involved in Parkinson’s disease. 

In a separate collaboration with Stefano Ricagno from the University of Milano 
(Italy) we studied the link between protein dynamics and protein aggregation.  
The question here was to investigate to which extent the chances for a protein to 
aggregate into amyloid fibrils, which are responsible for a number of diseases, are 
determined by the protein’s intrinsic thermal stability, i.e. its ability to retain its 3-D 
structure upon heating. We also explored whether or not there are other properties  
that can play a critical role in the aggregation processes. By studying β2-micro-
globulin, whose aggregation is associated with dialysis-related amyloidosis, we 
have found that while stability is often a key factor, it is nonetheless possible to 
design stable protein variants whose aggregation properties are completely inde-
pendent from thermal stabilities.
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Publications by this Focus Group can also be found in the section Publications of this report.

1  |  Structural ensemble of 

two β2-microglobulin variants 

representing their structure 

and dynamics. The two vari-

ants show a different behavior 

characterized by two or three 

representative states and 

corresponding to different 

exposure of aggregation prone 

regions.
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We focus on the design of macromolecular structures, currently using mostly 
nucleic acids, in order to understand the links between the sequence, shape, and 
function of biomolecules; and to learn what it takes to build artificial molecular 
machines. We also develop precision measurement methods for analyzing bio-
molecules and the physical interactions between them with greater detail.

Molecular engineering with DNA

It is notoriously difficult to observe, let alone control, the position and orientation 
of molecules due to their small size and the constant thermal fluctuations that they 
experience in solution. Molecular self-assembly with DNA enables building custom-
shaped, nanometer-scale objects with molecular weights up to the mega-dalton 
regime. It provides an attractive route for placing molecules and constraining their 
fluctuations in user-defined ways, thereby opening up completely new avenues for 
scientific and technological exploration. In 2016, our Focus Group made progress 
with the following aspects:

High-resolution measurements of biomolecular  
interactions and structure supported by DNA origami

Single-molecule dissection of stacking forces in DNA

We directly measured at the single-molecule level the forces and lifetimes of DNA 
base-pair stacking interactions for all stack sequence combinations. Our experi-
mental approach combined dual-beam optical tweezers with DNA origami com-
ponents to allow positioning of blunt-end DNA helices so that the weak stacking 
force could be isolated. Base-pair stack arrays that lacked a covalent backbone 
connection spontaneously dissociated at average rates ranging from 0.02 to 500 
per second, depending on the sequence combination and stack array size. Forces 
in the range from 2 to 8 piconewtons that act along the helical direction only mildly 
accelerated the stochastic unstacking process. The free-energy increments per 
stack that we estimate from the measured forward and backward kinetic rates 
ranged from –0.8 to –3.4 kilocalories per mole, depending on the sequence combi-
nation. Our data contributes to understanding the mechanics of DNA processing in 
biology, and it is helpful for designing the kinetics of DNA-based nanoscale devices 
according to user specifications.

[2]
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119Uncovering the forces between nucleo-
somes using DNA origami

Revealing the energy landscape for nucleosome 
association may contribute to the understanding of 
higher-order chromatin structures and their impact 
on genome regulation. We accomplished this in a 
direct measurement by integrating two nucleosomes 
into a DNA origami–based force spectrometer, which 
enabled subnanometer-resolution measurements of 
nucleosome-nucleosome distance frequencies via 
single-particle electron microscopy imaging. From the 
data, we derived the Boltzmann-weighted, distance-
dependent energy landscape for nucleosome pair 
interactions. We find a shallow but long-range (~6 nm) 
attractive nucleosome pair potential with a minimum 
of −1.6 kcal/mol close to direct contact distances. 
The relative nucleosome orientation had little influ-
ence, but histone H4 acetylation or removal of histone 
tails drastically decreased the interaction strength. 
Because of the weak and shallow pair potential, 
higher-order nucleosome assemblies will be compli-
ant and experience dynamic shape fluctuations in the 
absence of additional cofactors. Our results con-
tribute to a more accurate description of chromatin 
and our force spectrometer provides a powerful tool 
for the direct and high-resolution study of molecular 
interactions using imaging techniques.

Design of a molecular support for cryo-EM 
structure determination

Despite the recent rapid progress made in cryo-
electron microscopy (cryo-EM), there still exist ample 
opportunities for improvement in sample prepara-
tion. Macromolecular complexes may disassociate or 
adopt non-random orientations against the extended 
air-water interface that exists for a short time before 
the sample is frozen. We designed a hollow support 
structure using 3-D DNA origami to protect complex-
es from the detrimental effects of cryo-EM sample 
preparation. For a first proof-of-principle, we concen-
trated on the transcription factor p53, which binds to 
specific DNA sequences on double-stranded DNA. 
The support structures spontaneously form monolay-
ers of pre-oriented particles in a thin film of water, and 
offer advantages in particle picking and sorting. By 
controlling the position of the binding sequence on a 
single helix that spans the hollow support structure, 
we also sought to control the orientation of individual 
p53 complexes. Although the latter did not yet yield 
the desired results, the support structures did provide 
partial information about the relative orientations of 
individual p53 complexes. We used this information 
to calculate a tomographic 3-D reconstruction, and 
refined this structure to a final resolution of ∼15 Å. 
This structure settles an ongoing debate about the 
symmetry of the p53 tetramer bound to DNA.

[3]
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120 Molecular positioning with atomic accuracy

Molecular self-assembly with nucleic acids relies on building blocks that are com-
mensurate to those of biological macromolecular machines and should therefore 
be capable of delivering the atomic-scale placement accuracy known today only 
from natural and designed proteins. However, research in the field has predomi-
nantly focused on producing increasingly large and complex – albeit more coarsely 
defined – objects and placing them in an orderly manner on solid substrates. So 
far, few objects afford design accuracy better than 5 nm, and the subnanometer 
scale has been reached only within the unit cells of designed DNA crystals. In this 
work, we report a molecular positioning device made from a hinged DNA origami 
object in which the angle between the two structural units can be controlled with 
adjuster helices. To test the positioning capabilities of the device, we used photo-
physical and crosslinking assays that report the coordinate of interest directly with 
atomic resolution. Using this combination of placement and analysis, we rationally 
adjusted the average distance between fluorescent molecules and reactive groups 
from 1.5 to 9 nm in 123 discrete displacement steps. The smallest displacement 
step possible was 0.04 nm, which is slightly less than the Bohr radius. The fluctua-
tion amplitudes in the distance coordinate were also small (±0.5 nm), and within 
a factor of two to three of the amplitudes found in protein structures. This study 
constitutes an important proof-of-concept that lends confidence in the capabilities 
of molecular self-assembly with nucleic acids.

Scientific Reports 
Biomolecular Design 
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121Rotary diffusive apparatus

In our quest towards building molecular machines, 
we report a nanoscale rotary mechanism that 
reproduces some of the dynamic properties of 
biological rotary motors in the absence of an 
energy source, such as random walks on a circle 

with dwells at docking sites. Our mechanism is 
built modularly from tight-fitting components that 

were self-assembled using multilayer DNA origami. 
The apparatus has greater structural complexity than 

previous mechanically interlocked objects and features 
a well-defined angular degree of freedom without restricting the range of rotation. 
We studied the dynamics of our mechanism using single-particle experiments anal-
ogous to those performed previously with actin-labeled adenosine triphosphate 
synthases. In our mechanism, rotor mobility, the number of docking sites, and the 
dwell times at these sites may be controlled through rational design. Our prototype 
thus realizes a working platform toward creating synthetic nanoscale rotary motors. 
The assembly methods developed in this study will support creating other complex 
nanoscale mechanisms based on tightly fitting, sterically constrained, but mobile, 
DNA components.
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Self assembly with DNA origami particles 

Over the course of 2016, the Focus Group made substantial progress in the broad 
area of molecular self-assembly. In particular, Zvonimir Dogic worked together with 
the Biomolecular Design Focus Group, led by TUM professor, Hendrik Dietz: The 
target was to demonstrate the many intriguing possibilities that arise once the field 
of colloidal self-assembly is merged with the rapidly emerging area of DNA origami 
technology. It has long been recognized that controlling the shape and interactions 
of colloidal particles should, in principle, allow for the design of novel materials with 
tunable structural, mechanical and optical properties. However, the main obstacle 
to progress has been the lack of a rational method for creating complex colloids 
using traditional synthesis methods. In comparison, DNA origami technology allows 
for the rapid and robust assembly of particles of arbitrary structural complexity. 
The Focus Group Biologically Inspired Material Science reported on the powerful 
synergies that emerge at the intersection between these two fields. Specifically, 
relying on the unique structural feature of origami particles, the group’s work pro-
vides fundamentally new insights into self-assembly of bulk liquid crystals and 1-D 
supramolecular polymers. 

Perhaps the most dramatic example of how the shape of constituent particles 
dramatically changes the fundamental material properties comes from the field of 
liquid crystals. Within this vast and technologically important research area, the 
chirality of the constituent molecules is essential for many of the desirable proper-
ties of liquid crystals. However, despite its outsized importance, at present there 
is neither quantitative nor even a qualitative understanding of the relationship 
between tendency of liquid crystalline materials to adopt macroscopic twist and 
the microscopic chirality of the constituent units. Specifically, when looking at a 
particular microscopic chiral structure, theoretical models fail to predict either the 
magnitude or the handedness of the cholesteric twist. One of the main obstacles to 
progress in this area has been the inability to continuously tune the chirality of the 
constituent building blocks. There are many routes towards making chiral or achiral 
molecules, but continuously tuning the magnitude of any given chiral molecule 
remains an outstanding problem in supramolecular chemistry. Using the unique 
features of origami technology, we designed a set of origami filaments in which we 
directly control the magnitude of the twist that is inscribed along the filament’s long 
axis. We quantitatively showed how such microscopic twist controls the magnitude 
of the cholesteric pitch. Our data provides essential information that is required for 
the development of predictive theoretical models of how chirality propagates from 
microscopic to macroscopic lengthscales in liquid crystalline materials. 
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Building on these results, in our next step, we used 
the same filaments to robustly assemble an entirely 
different structure: twisted chiral ribbons whose 
length can reach hundreds of microns. For large-
wavelength distortions, we showed that these linear 
assemblages behave as semi-flexible supramolecular 
polymers with effective bending rigidity that can be 
extracted from microscopic fluctuations. We demon-
strated that structure, chirality and elastic properties 
of the twisted ribbons can be precisely engineered by 
tuning the geometry of the constituent filaments. 
Ranging from misfolded proteins and block copoly-
mers to Gemini surfactants, twisted ribbons and 
amyloid fibers are a ubiquitous structural motif that 
has direct relevance to both basic life sciences and 
human health – while simultaneously holding prom-
ise for development of new structural biomaterials. 
Essentially, all of the above described assembly 
pathways are driven by the same interactions, namely 
the hydrophobic segments of the structural building 
blocks that associate laterally in an aqueous sol-
vent. In the submitted manuscript, we demonstrate a 
fundamentally different pathway for assembly of 1-D 
twisted ribbons. This pathway does not rely on the 
chemical heterogeneity of the building blocks, but 
rather on the geometry of the elemental units. Since 
hard-core repulsive interactions that drive assembly 
of such ribbons are universal, our results should be 
applicable to all rod-like molecules. Indeed, initial 
experiments demonstrating the same assembly path-
ways in two very different systems demonstrate the 
universal nature of our findings. 

The work described above inherently spans many  
diverse fields within material science, ranging from 
DNA origami, self-assembly, supramolecular chemis-
try, biophysics, soft matter and colloidal science.

1  |  Stimuli induced ribbon to membrane transition. 

(a) A sequence of DIC images illustrates polymorphic transition of 

1-D ribbons into flat 2-D colloidal membranes. The ribbon is com-

prised of a monolayer of aligned, rod-like viruses and with increas-

ing temperature undergoes a polymorphic transition. 

(b) A similar ribbon-to-membrane transition observed in a suspen-

sion of six helix DNA origami filaments. The transition is induced  

by exposure to fluorescence excitation light. Scale bars, 4 μm.
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Focus Group Cellular Protein Biochemistry

During the second year at the TUM-IAS, our laboratory for Cellular Protein  
Biochemistry (CPB lab) has continued to pursue our research agenda of under-
standing how proteins acquire their native structure in the cell. To accomplish this, 
we use an interdisciplinary approach that combines biochemical and biophysical 
approaches with mammalian cell biology. 

Proper protein function depends on proteins adopting their correct structure. This 
process underlies all the biological processes that cells and organisms depend 
on – from immune defense to memory formation. Within the cell, protein folding is 
aided by a class of dedicated protein folding helpers, so-called “molecular chap-
erones,” and proteins that fail to mature properly are targeted for degradation. It is 
a fundamental question in cell biology and protein biochemistry as to how the ma-
chine of cellular protein folding can discriminate between properly folded proteins 
and those that are misfolded and could potentially give rise to debilitating disorders 
like Parkinson’s or Alzheimer’s disease.
 
A study under our participation has now shed some light onto this issue: The 
machinery that scrutinizes secretory pathway proteins, which are produced in a 
dedicated organelle of the cell called the endoplasmic reticulum, can be divided 
into two functional classes of chaperones. One of these classes detects very 
abundant sequences within proteins that are hydrophobic (e.g., water repellent) in 
nature, and that simply signify a protein is not completely folded yet. These chap-
erones aid protein folding reactions. Our work has revealed that a second class of 
chaperones, however, is specialized in recognizing sequences that could give rise 
to toxic protein aggregation, and would thus be harmful to the cell and organism as 
a whole. Once recognized, these proteins are targeted for degradation. This work 
has been published and highlighted in the journal Molecular Cell [1,2].
 
Current work in the CPB lab is focused on two major topics. First, we are looking at 
quality control of membrane proteins, in which principles are still mostly unknown, 
yet are of immediate biomedical relevance. And second, we investigate the bio-
genesis of interleukins, which are key signaling molecules in our immune system.  
Understanding interleukin biogenesis in the cell in more detail will provide an  
avenue towards rationally optimizing these key immune molecules, and will pave 
the way for the development of novel approaches to immunomodulation.
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1  |  Two distinct chaperone classes exist within the cell’s endoplas-

mic reticulum to scrutinize proteins before they leave the cell [2].

2  |  An artistic representation of protein quality control in the cell.  

Copyright: Joshua Stokes, St. Jude Children’s Research Hospital, USA.
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Franz Hagn

Design of novel circular nanodiscs for membrane  
protein structural biology

The research of the Focus Group Structural Membrane Biochemistry is concen-
trated on nuclear magnetic resonance (NMR) spectroscopy, but also on a variety 
of other biophysical and biochemical methods. We are interested in the mecha-
nism and the mode of action of membrane protein systems connected to cancer, 
neurological disorders and metabolic diseases. For many of these pharmaceutically 
relevant membrane protein systems, molecular and structural details are either 
sparse or absent. In order to obtain high quality structural data, we are employing 
cutting-edge biochemical methods for membrane protein sample preparation, us-
ing various membrane mimetics such as detergent micelles, detergent-lipid bicelles 
and phospholipid nanodiscs. The latter is a novel detergent-free and native-like 
membrane system. This system has recently been optimized in the lab to enable 
structure determination by NMR and electron microscopy [1]. More recently, we 
established a protocol for high-resolution structure determination of membrane 
proteins in nanodiscs. A combination of specific isotope labeling and suitable NMR 
methods yielded the first protein side chain-based structure of a membrane protein 
in nanodiscs [3]. To produce otherwise elusive eukaryotic membrane proteins, we 
are employing cell-free protein expression, and have adapted this method for the 
production of selectively labeled membrane proteins that could not be obtained in 
living cells and were able to record high-resolution NMR data [2]. 

Among recent results in G-protein [4] and tumor suppressor protein [5] structural 
biology, one major achievement in 2016 was the development of novel phospholi-
pid nanodiscs for structural studies of membrane proteins using NMR and elec-
tron microscopy [6]. The membrane scaffold protein (MSP), encircling a patch of 
phospholipid bilayer to form nanodiscs, has been produced in a circular form by 
using the enzyme SortaseA. This enzyme ligates an N-terminal glycine residue to 
a specific SortaseA recognition site. These two motifs have been inserted into one 
MSP molecule, thus enabling efficient intramolecular circularization at low protein 
concentrations. The resulting nanodiscs show extremely narrow size distributions 
as compared to nanodiscs formed with linear MSP. This feature is perfectly suited 
for high-resolution EM studies of membrane proteins. Due to the almost identi-
cal size of these nanodiscs, the generation of EM class averages is possible, thus 
enabling efficient structure determination using single particle EM. Furthermore, 
the covalent nature of this system is suitable to trap defined oligomeric states of 
a membrane protein. This can be exploited in NMR spectroscopy, where circular 
nanodiscs of different sizes can be used to trap the oligomeric and the monomeric 
state of a membrane protein and compare the NMR spectra obtained in each case 
to map oligomerization surfaces of membrane proteins. 

In summary, this novel nanodisc system will be of use for a large variety of NMR 
and EM applications with membrane proteins. Our Focus Group will continue work-
ing on nanodisc development and the application of this technology to biomedi-
cally relevant membrane protein systems such as G-protein coupled receptors and 
mitochondrial membrane proteins. 
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1  |  Design and application of circular membrane scaffold proteins for electron 

microscopy (EM) and NMR applications. (a) Model of a phospholipid nanodisc, 

consisting of a patch of lipids surrounded by two copies of membrane scaffold pro-

tein (MSP). Below: Sortase-mediated circularization of MSP. (b) Negative-stain EM of 

nanodiscs formed with linear (top) and circular (bottom) MSP. Circular MSP leads in a 

narrow size distribution of the resulting nanodiscs, rendering this system suitable for 

high-resolution (cryo-) EM studies of membrane proteins. (c) and (d) Circular nano-

discs can be used to trap different oligomeric states of the VDAC1 anion channel, as 

probed with 2D-[15N,1H}-TROSY experiments (cNW9: 9 nm diameter, cNW11: 11nm 

diameter) (c), and negative-stain EM (d). This system can thus be used to map the 

interfaces of oligomeric membrane proteins using NMR chemical shift perturbations. 
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DNA functionally interacts with a variety of epigenetic marks, such as cytosine meth-
ylation or histone modifications (figure 1a). The dynamic placement of these marks 
along the genome is essential for coordinating gene expression programs, and for 
maintaining genome integrity in response to developmental or environmental cues. 
Technological advances in the past decade have enabled high-resolution measure-
ments of various epigenetic marks at a genome-wide scale (figure 1b). The compu-
tational integration of these measurements has led to the construction of so-called 
chromatin state maps (figure 1c), which provide an operational definition for the term 
“epigenome.” These integrated maps are believed to provide a good description of 
the functional state of the genome in a given cell type and at a specific point in time.

Large initiatives are currently underway to collect reference epigenomes for differ-
ent tissues, developmental stages, disease states and environmental treatments. 
Reference epigenomes are usually derived from cells extracted from single indi-
vidual or a pool of several individuals, and therefore do not capture inter-individual 
epigenomic variation at the population level. Genetic polymorphisms or differential 
environmental exposure can alter chromatin states and lead to transient or perma-
nent changes in gene expression. Chromatin states therefore represent important 
molecular phenotypes that mediate how different genotypes are translated into 
observable traits, or how environmental signals are translated into genomic func-
tion. There is substantial interest within the biomedical, agricultural and evolution-
ary communities to try to understand the factors that cause population epigenomic 
variation. A number of recent genetic studies have tried to quantify the heritable 
basis underlying population epigenomic variation, and to delineate its regulatory 
genetic architecture (figure 1d). New insights and results from these population-
level genetic studies are accumulating at a staggering pace. In 2016, the TUM-IAS 
Focus Group Population Epigenetics and Epigenomics published a comprehensive, 
up-to-date summary of and perspective on these recent developments [1].

Unlike in mammalian systems such as humans, plants can transmit changes in epi-
genetic marks to subsequent generations. Epigenetic modifications have therefore 
emerged as potentially important factors in plant evolution, and as possible mo-
lecular targets for the improvement of commercial crops. One epigenetic mark in 
plants that has been studied intensively is cytosine methylation, a chemical modi-
fication of a cytosine into 5-methylcytosine. Despite major progress in dissecting 
the molecular pathways that control cytosine methylation patterns in plants, little is 
known about the mechanisms that shape plant methylomes over evolutionary time. 
Drawing on recent intra- and intra-specific data, our group showed that long-term 
methylome evolution appears to mainly be a by-product of genomic changes, such 
as the differential expansion of transposable elements and repeat sequences as 
well as genetic mutations in pathways that control DNA methylation or transcrip-
tional states [2]. By contrast, short-term methylome evolution seems to be strongly 
dominated by heritable stochastic changes in DNA methylation (i.e., epimutations) 
that occur at relatively high rates, and which are largely independent of genomic 
backgrounds. Because these two processes operate on different timescales, an 
obvious empirical goal is to be able to delineate their relative contributions to inter- 
and intra-specific methylome diversity patterns. 
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1  |  (a) DNA is tightly packaged in cells and is functionally modi-

fied by a variety of epigenetic marks, such as cytosine methyla-

tion (5mC) or post-translational changes in histone proteins. The 

co-occurrence of specific epigenetic marks in a genomic region 

defines its functional state. Of note, histones in closed chromatin 

also contain repressive marks (not shown). (b) The genome-wide 

distribution of different epigenetic marks can be measured using 

next-generation sequencing (NGS) technologies. Shown here are 

the read-tracks from NGS measurements of N different epigenetic 

marks along the genome. (c) The computational challenge is to 

infer distinct chromatin states for each genomic position. These 

chromatin states are defined by the joint presence and absence 

patterns of the different epigenetic marks. With N marks there can 

be 2N possible combinatorial states. The color code on the bottom 

denotes each unique state. This analysis leads to the construc-

tion of chromatin state maps. (d) Shown are the chromatin state 

maps of M diploid individuals. Individuals differ in their chroma-

tin states in three genomic regions. These differential chromatin 

states (DCSs) can originate from DNA sequence polymorphisms, 

environmental factors or from stochastic changes. DCS2 is caused 

by a single-nucleotide polymorphism (SNP2), DCS3 is caused by 

exposure to environmental factor E4 and DCS1 is the result of 

stochastic processes in the mitotic maintenance of the chromatin 

state at that locus. The statistical challenge is to try to identify 

these causal factors from millions of measured SNPs and a large 

number of environmental factors [1].

We have provided a proof-of-principle demonstration 
in the model plant A. thaliana showing that a formal 
analysis of the species’ methylation site frequency 
spectrum (mSFS) in terms of epimutational processes 
provides a powerful framework for addressing this 
challenge [2]. We have argued that further applica-
tions of such modeling approaches, in conjunction 
with high-throughput sequencing data, will be neces-
sary to understand the forces that shape the evolu-
tion of plant methylomes over timescales that are of 
agricultural and evolutionary relevance.
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In 2016 we published 15 manuscripts, with a total impact factor of 99,3.  
Two highlights are outlined briefly below.

Developing highly selective and active ligands for integrins: 
Applications for nuclear imaging coating of biomaterials 
and biophysical studies

Integrins are bidirectional receptors on cell surfaces which are required in all higher 
organisms for communications between cells of different tissues and organization 
of shape, function and integrity of organs. This is why integrins play an important 
role in biological processes such as embryogenesis, regulation of hemostasis and 
other functions. The malfunction of integrins is associated with a number of diseas-
es, especially in cancer proliferation and the formation of metastases. In mammals, 
24 integrin subtypes are known to be differing temporal and spatial distribution and 
distinct function. Integrins are heterodimers – one α- and one β-subunit – which dif-
fer in their amino acid composition. Receptor subtypes such as these subtypes of 
the integrin family have evolved in nature using the same mechanistic principles for 
different function. The interaction of integrins with proteins in the extracellular ma-
trix is followed by enhanced adhesion and / or signal transduction in the integrin-
carrying cells. For medicinal applications, it is of the utmost interest to develop 
compounds which selectively address those integrin receptor subtypes. Ligands, 
which are compounds that bind to integrin subtypes, can be modified to attach 
positron-emitting radioisotopes, and are used to identify and characterize can-
cers in mice and humans. One of the main problems in cancer treatment targeting 
integrins is the different expression of integrin subtypes in different cancer popula-
tions. Using positron emission tomography (PET), the distinct integrin patterns of 
a cancer can be determined. Hence, this technology paves the way for a selective 
treatment, tailored for the individual cancer, so called “Personalized Medicine”.

Over the past year, our group has continued its work on the development of sub-
type selective ligands to differentiate the RGD-recognizing integrins. The tripeptide 
sequence Arg-Gly-Asp (RGD) is recognized by eight different integrin subtypes, 
containing different α- and β-units in integrins, among them αvβ3, αvβ6, αvβ8, α5β1 
and αIIbβ3. We have been able to design and prepare ligands to differentiate 
closely related integrins αvβ3 and α5β1 and functionalize them with Ga-68 or F18, 
ideal nuclei for PET (in collaboration with Hans-Jürgen Wester and Johannes Notni 
(Pharmaceutical Radiochemistry, TUM) and Markus Schwaiger (Nuclear Medicine, 
university hospital Klinikum rechts der Isar)). 

The ligands are also used to elucidate the different roles of these integrins in biophysi-
cal studies (in collaboration with Joachim Spatz, Max Planck Institute for Intelligent 
Systems, Stuttgart, Germany) and for the properties of coated biomaterials  
(in collaboration with Carles Mas-Moruno, BarcelonaTech, Spain). Another integrin 
which plays a very important role in cancer is the subtype αvβ6. The ligand we devel-
oped – a N-methylated cyclic nonapeptide – allowed the characterization and imaging 
of cancer in mice which express this specific integrin in high amounts (figure 1). 
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This work was conducted in cooperation with postdoctoral researchers Tobias 
Kapp, Andreas Räder, and Florian Reichart as well as doctoral candidate Michael 
Weinmüller (all TUM).
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1  |  Left: 68Ga-Avebehexin-PET images (maximum intensity projections, 60 min p.i.) of two different 

H2009-bearing SCID mice, one with (a) and one without co-injection of 60 nmol Avebehexin (b), dorsal 

view and (c), sagittal view; 12 MBq, 53 pmol, 230 MBq/nmol. H2009 tumor positions are indicated by 

white arrows. Right: Structure of the ligand, which is modified with the TRAP unit on the Lysine residue 

(upper left residue).
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Scientific Reports

Andreas S. Kronfeld

Puzzles surrounding the strong interactions

The main aim of elementary particle physics is to study fundamental interactions at 
the smallest distance scales, but the interpretation of experiments inevitably demands 
theoretical control over several length scales. A vital example lies in the search for 
new, as-yet-unobserved interactions of quarks, which are the underlying building 
blocks of protons, neutrons, and many other particles known as hadrons. The strong 
nuclear force confines quarks into hadrons before they can be detected. Thus, when-
ever quarks are involved, it is crucial to understand physics at the distance scale of 
the proton radius and to examine physics at the microscopic frontier, at a size of at 
least 1,000 times smaller than the proton.

An analogy for the way theoretical physicists treat such problems is a nest of Rus-
sian dolls. Open one up, and you find another one inside. The dolls in this case 
are quantum field theories: the mathematics for every particle is a quantum field 
– a concept that merges classical field theory and quantum mechanics. Nesting 
quantum field theories, à la Russian dolls, is known as effective field theory, which 
is one of the central research elements for our Focus Group. The other central 
element in our research is lattice gauge theory, which sets up quantum fields on 
a space-time lattice. Especially pertinent is the lattice gauge theory of the strong 
force, quantum chromodynamics (QCD). Lattice QCD allows large-scale computa-
tions of QCD dynamics, which are needed to connect the intriguing world of quarks 
with the detectable world of hadrons.

During the second year of this Focus Group in 2016, we published several papers 
combining the techniques of effective field theory and lattice QCD. We highlight three 
papers here: The first paper of the TUMQCD Collaboration [1]; an application of ef-
fective field theory to understand CP violation of Majorana neutrinos [2]; and a further 
development of work from 2015 that reveals hints of particle physics beyond the 
Standard Model in flavor-changing neutral currents.

The accelerator laboratories at CERN (Switzerland) and Brookhaven National Labo-
ratory (USA) recreate the conditions that existed microseconds after the Big Bang 
occurred via heavy-ion collisions. At this very early time in the universe, hadronic 
matter existed in a phase known as the quark-gluon plasma. This phase is odd in 
many ways: for example, the quark-gluon plasma seems to behave like a liquid, but 
cools to a gas. Instead of being confined inside hadrons, the quarks and gluons 
propagate in a deconfined way. To gain a better understanding of the quark-gluon 
plasma, the TUMQCD Collaboration deployed lattice-QCD computer simulations [1]. 
We inserted test charges into the thermal background of the strong interactions 
and varied the temperature. We obtained the free energy and the entropy of the 
test charges, showing that the deconfinement transition takes place at a tempera-
ture of about 1.75 x 1012 Kelvin. 
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This result from the TUMQCD collaboration suggests 
that the phase transition, between the quark-gluon 
plasma and normal hadronic matter, takes place over a 
significantly narrower range of temperatures than previ-
ously thought. Through studies of the high temperature 
region, we showed that the quark-gluon plasma ap-
pears to be weakly interacting at temperatures above 
3.5 x 1013 Kelvin [1]. We will pursue these findings 
further with a grant of computer time on the SuperMUC 
supercomputer at the Leibniz Supercomputing Centre 
(Garching). 
 
Javad Komijani and Andreas Kronfeld are joining 
TUMQCD to pursue this work, which will also yield an 
improvement on our determination of the basic meas-
ure of the strong force, denoted αs.

One of the most important open questions in particle 
physics and cosmology is the origin of the matter-anti-
matter asymmetry. This can arise when the product CP 
of charge conjugation (C) and spatial inversion (P) is no 
longer a good symmetry. We have built an effective field 
theory for a variety of neutrino that is its own antiparti-
cle, known as Majorana after the first person to con-
sider them. If the Majorana neutrino is heavy, there was 
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1  |  Lattice-QCD calculation of the entropy of a static quark vs. 

temperature (blue band) showing that the hadron resonance gas 

(HRG, black curve) does not describe the phase transition [1].

2  |  Comparison of B-meson mixing, flavor changing decays 

B→K(π)ll, and several simpler processes (bars) [3]. The deviation 

of the first two from the bar is a hint of phenomena not captured in 

the Standard Model of particle physics.

an epoch in the evolution of the early universe when 
the temperature was below the mass of the Majorana 
neutrinos, but still larger than the electroweak scale. For 
this interesting epoch, we have used our effective field 
theory to calculate the neutrinos’ thermal width and CP 
asymmetries in lepton decays [2]. These results are the 
key ingredients in the rate equations of the leptogen-
esis mechanism for the matter-antimatter asymmetry 
in today’s universe. Standard electroweak interactions 
could convert the consequent excess of leptons into 
an excess of baryons (e.g., the protons and neutrons in 
atomic nuclei) – the most familiar present-day outcome 
of matter-antimatter asymmetry.

In the 2015 TUM-IAS Annual Report, our group re-
ported on work that revealed a tantalizing puzzle when 
comparing measurements from the LHCb experiment 
with calculations of the Standard Model (of particle 
physics). LHCb measures rare decay rates of B mes-
ons, which must be calculated with lattice QCD. When 
these decays change the flavor of the quarks with-
out changing the charge, the measured decay rate is 
smaller than expected. Another process that changes 
flavor but not charge is “mixing” in which the neutral B 
meson changes into its antiparticle and back. 
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In the past year, we improved the precision on the QCD ingredients needed to cal-
culate the mixing rate in the Standard Model [3]. We again find that the measured 
frequency of mixing is smaller than expected. It will be important to confirm these 
findings: if they hold up with more data and more computer time, they would imply 
virtual particles lying beyond the known particles of the Standard Model.

In May 2016, our Focus Group hosted the “International Symposium on Effective Field 
Theories and Lattice Gauge Theory,” bringing researchers from around the world to 
the TUM-IAS. This successful event is described in detail on page 24 of this report.

For its project, this Focus Group collaborates with postdoctoral researcher  
Johannes Weber (Theoretical Particle and Nuclear Physics, TUM) and senior  
researcher PD Antonio Vairo (Applied Quantum Field Theory, TUM).
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3  |  Thermal corrections to the CP asymmetry of a Majorana neutrino decaying into leptons and 

anti-leptons vs. temperature [2]. The blue, orange, and green curves denote contributions from gauge 

bosons, from the Higgs boson (times –1), and the neutrino momentum (times –1).
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Focus Group Synthetic Biochemistry

Scientific Reports
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Expanding the genetic code – chemistry in living systems

The Focus Group Synthetic Biochemistry conducts research in the interdisciplinary 
area of chemical biology, applying concepts from organic chemistry to develop 
new tools for studying and manipulating complex biological systems.

In particular, we develop and apply approaches that allow the site-specific incorpo-
ration of unnatural amino acids (UAAs) with tailored physical and chemical proper-
ties into proteins in diverse cells and organisms by genetic code expansion. This 
can be achieved by using an expanded machinery of translation, consisting of an 
“orthogonal” aminoacyl-tRNA synthetase (aaRS) / tRNA pair that directs the incor-
poration of an unnatural amino acid in response to an amber stop codon (UAG) 
placed at a user-defined site in a gene of interest (amber suppression, figure 1).  
By incorporating new UAAs bearing different functional moieties, it has been pos-
sible to leverage genetic code expansion approaches to address unmet challenges 
in studying and controlling biological processes with a new level of spatial, tempo-
ral, and molecular precision [1].

Our Focus Group is especially interested in combining this amber suppression  
approach with carefully designed in vivo chemistries (bioorthogonal chemistries) 
that allow the specific functionalization of proteins within their physiological con-
text. To accomplish this, we have developed UAAs that can be incorporated 
site-specifically into proteins, and that contain functional groups which allow 
subsequent chemoselective and rapid labeling with biophysical probes at defined 
sites within the protein of interest. In the initial step, a UAA bearing a bioorthogo-
nal group is co-translationally inserted into the protein, and in a second step, the 
probe is site-specifically attached to the protein (figure 2). We have developed 
aaRS variants for the efficient site-specific incorporation of several UAAs, bearing 
strained alkene or alkyne moieties into proteins expressed in E. coli and mamma-
lian cells. These amino acids react chemoselectively with tetrazine conjugates via 
the inverse electron demand Diels Alder cycloaddition [4,5]. Such cycloadditions 
are exceptionally fast, highly specific and thus compatible with living cells. We have 
demonstrated the site-specific and selective labeling of proteins in vitro, and in vivo 
in E. coli and in live mammalian cells (both on the surface and intracellularly) with 
tetrazine-fluorophore conjugates. We have also used our approach for the imaging 
of cell-surface and intracellular proteins in living mammalian cells via super resolu-
tion techniques such as STORM, STED and SIM [2]. 

The invention of these techniques was awarded the Nobel Prize in Chemistry in 
2014. We envision that our labeling approach will further impact the development 
of super-resolution techniques and address important biological questions since it 
allows the non-invasive, site-specific, efficient and rapid labeling of target proteins 
using chemical probes with tailored physical and biological properties. Additionally, 
we have used our bioorthogonal chemistry for selectively inhibiting a target protein 
(a kinase) within living cells that contain closely related protein family members. 
By installing photoswitchable linkers on an inhibitor, we have shown that we can 
selectively and reversibly control the enzymatic activity of a specific enzyme within 
living mammalian cells [3].
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Apart from development of bioorthogonal chemistries, 
we are also interested in designing crosslinking chem-
istries – such as proximity enhanced reactions and 
photocrosslinking chemistries (figure 2) – to develop 
tools for the manipulation and study of intracellular 
protein activities and protein interactions. Our goal: to 
gain deeper insights into the organization of protein 
networks and signal cascades in cells. We have, for 
example, developed new proximity-enhanced chemis-
tries that enable the crystallization of low-affinity pro-
tein complexes. We are also designing tools to mimic 
and install post-translational modifications using UAAs.

Looking ahead to the future, our aim is to focus our 
research on gaining insights into the mechanisms of 
complex biological processes through the application  
of synthetic molecules with tailored functions and 
properties. Research will focus on the targeted chemi-
cal synthesis of new artificial biomolecules (amino 
acids, proteins, nucleotides, oligonucleotides) that are 
designed to investigate and manipulate complex cellu-
lar processes in in vitro and in vivo biological systems. 
In particular, we plan to extend and apply approaches 
of site-specifically modifying and engineering proteins: 
The goal is to endow them with new functions through 
the use and development of extended, engineered 
orthogonal translation machineries in vivo through 
directed evolution approaches. Our group’s focus on 
“chemical” research centers around the synthetic de-
velopment of new, genetically encodable bioorthogonal 
reactions – including photo-inducible reactions – that 
enable the in vivo site-specific modification of target 
proteins with modified ligands, oligonucleotides and 
biophysical probes. We believe this will be interesting 
not only in regards to the study of important protein 

interactions and imaging of proteins in vivo, but also 
regarding drug design and new biomaterials. Our Focus 
Group will continue to approach our research from 
the perspective of synthetic organic chemistry: Our 
goal remains the pursuit of developing and extending 
toolkits and approaches that contribute to the explora-
tion of questions arising at the fascinating intersection 
of chemistry and biology. The ability to precisely design 
novel protein functions with new chemistries will open 
up many possibilities for synthetic biology, drug design 
and gene therapy.
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1  |  Amber suppression approaches using orthogonal aaRS/tRNA 

systems allows the in vivo production of proteins bearing unnatural 

amino acids.

2  |  Proteins bearing unnatural amino acids can be used for the 

site-specific functionalization of proteins with biophysical probes 

and for studying protein-protein interactions through crosslinking 

chemistries. 
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Sterile neutrinos

Neutrinos are neutral subatomic particles that rarely interact with matter. Science 
has identified three types of neutrinos which are associated with the electron, 
muon, and tau particles. As a result of decades of experimental work, scientists 
have found that neutrinos do have a tiny mass. Thus, due to their quantum nature, 
they oscillate – or change type – as they travel through space and time. Beyond the 
Standard Model of Physics (Standard Model upon further reference), other types 
of neutrinos could theoretically exist, but they would not interact with matter. This 
is why we usually refer to these as “sterile neutrinos.” However, sterile neutrinos 
might have the ability to oscillate with active neutrinos, which would make them 
possible to detect. Our work in the Sterile Neutrino and Dark Matter Focus Group 
centers on the investigation of phenomenology and experimental perspectives for 
detecting sterile neutrinos at different mass scales.

keV sterile neutrinos

The nature of dark matter – what it is and how it behaves – is one of the major 
questions and mysteries facing the physics community. Massive relic sterile neu-
trinos at the keV mass scale are well-suited candidates for explaining the exist-
ence of dark matter in our universe. In 2016, our Focus Group continued with the 
development of methods that can be used to search for keV sterile neutrinos in an 
experimental laboratory setting.
 
The first approach we investigated is a future upgrade of the KATRIN experiment 
(Karlsruhe Institute of Technology, KIT), which was primarily designed to measure 
the known neutrino mass by studying the high-energy part of the tritium beta-decay 
spectrum. For our purposes, a keV sterile neutrino would specifically distort the 
tritium beta-decay spectrum [1]. Our group has made significant contributions to the 
realization and testing of new silicon drift-detector prototypes, in collaboration with 
the Halbleiterlabor (semiconductor laboratory) of the Max Planck Society (MPG HLL) 
and the Max Planck Institute for Physics (MPI for Physics). We designed and set up 
a new readout system and test bench, in close collaboration with the French Alter-
native Energies and Atomic Commission (CEA, Paris-Saclay), and provided the first 
characterization of these novel detectors with respect to energy resolution and noise 
in 2016. As a preliminary result, the 7-pixel prototypes tested (figure 1) have turned 
out to be suitable for the keV sterile neutrino search. A prototype detector was tested 
in extreme conditions during a stratospheric balloon flight, in partnership with the 
National Centre for Space Studies (CNES, France). The balloon flew for 12 hours up 
to an altitude of 29 km and, as a first application, the neutron altitude profile in the 
atmosphere was measured with our prototype detectors.

The second approach is an idea newly developed at the TUM-IAS. We have demon-
strated that keV neutrinos trapped in our galaxy could be captured on stable dyspro-
sium 163, thanks to their mass and energy [2]. Two experimental realizations have 
been studied: an integral counting of holmium 163 atoms, produced by this capture 
in dysprosium-rich ores; and a real-time spectroscopy of the emerging electron spec-
trum in a dysprosium-based detector. An experiment starting with several kilograms 

 Host

Prof. Stefan Schönert 
Experimental Physics 
and Astroparticle  
Physics, TUM

1  |  A 7-pixel silicon drift 

detector prototype for the keV 

neutrino search in KATRIN. A 

detector with pixels of 1 mm is 

bonded to the IdefX-BD CEA 

ASIC. 
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of 163Dy and counting the number of 163Ho atoms in-
duced by dark matter neutrino captures could already 
be competitive to search for keV sterile neutrinos. The 
technical feasibility of this novel concept is now being 
published and investigated. Since 2015, our Focus 
Group has led a global effort to assess the physics 
case for sterile neutrinos and dark matter. Together 
with around 150 authors from 100 institutions globally, 
we developed a white paper on the topic, including the 
observational constraints, production mechanisms in 
the early universe and experimental perspectives. This 
work, accepted for publication in the Journal of Cos-
mology and Astroparticle Physics [3], was conducted 
in close collaboration with the MPI for Physics and the 
TUM Physics department.  

eV sterile neutrinos

Sterile neutrinos in the eV mass range could also exist. 
This hypothesis is supported by results from several 
short baseline neutrino experiments reported over 
the last two decades. Experts in our Focus Group are 
participating in the CeSOX experiment. In 2018, we will 
deploy an intense 144Ce-144Pr antineutrino generator (3 
to 5 PBq) in the vicinity of the Borexino neutrino detec-
tor, located at Italy’s Laboratory Nazionali del Gran 
Sasso (LNGS). A positive signal would manifest as an 
oscillation of the neutrino interaction rate inside the 
liquid scintillator, as a function of their distance to the  
antineutrino generator. In 2016, we finalized the studies 
and specifications of the 144Ce-144Pr antineutrino gen-
erator, and also signed a production contract with the 

Russian manufacturer of the generator. The generator’s 
massive, 2.3-ton tungsten shield was manufactured in 
China. In collaboration with Stefan Schönert’s chair for 
Experimental Physics and Astroparticle Physics and 
Italy’s Genova University, a calorimeter was designed 
and built. This device was successfully tested with an 
electrical source, superseding the designed 1 percent 
accuracy. It has now been deployed at LNGS (figure 
3). Measurements of the 144Ce and 144Pr beta-spectra 
have also been initiated to facilitate the assessment 
of the expected signal in Borexino. To achieve the de-
sired sensitivity, a collaboration was initiated with the 
group of Bastian Märksich (TUM) to adapt the Perkeo 
spectro meter, and a DFG-ANR proposal will be submit-
ted in 2017. The CeSOX experiment will start gathering 
data in 2018.
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2  |  Stratospheric balloon used for flying our prototype detec-

tors, during its helium filling prior to the launch at Aire-sur-Adour 

(France) on July 2, 2016.

3  |  Test-deployment of the TUM-Genova thermal calorimeter at 

the Laboratory Nazionali del Gran Sasso (Italy).
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Energy exchange at metal surfaces: 
Where does the energy come from? Where does it go?

Energy dissipation during surface dynamical processes on solid surfaces has been  
extensively studied, both due to its outstanding technological importance in 
heterogeneous catalysis as well as its intriguing fundamental richness of applica-
tions. Adsorption of molecules, diffusion on the substrate and – not least –  
surface chemical reactions are all known to be intricately governed by the detailed 
ways in which chemical and kinetic energy is transferred into and out of substrate 
degrees of freedom. 

On insulating or semiconducting surfaces, the dynamical coupling to the surface  
can clearly be attributed to the excitation of and interaction with lattice vibrations – 
so-called phonons. On metal surfaces, however, the availability of gapless elec-
tron-hole pair excitations in the substrate offers a competing energy dissipation 
channel. The actual role of these electronically non-adiabatic effects is an ever-
continuing topic of debate. In fact, there is growing experimental evidence that 
can only be rationalized by breaking with the prevalent Born-Oppenheimer view of 
nuclear dynamics evolving only on the ground state potential energy surface [1]. 

Our research is therefore aimed at gaining a deeper understanding of these differ-
ent energy transfer processes and their relative importance for surface dynamical 
phenomena. With high-level non-adiabatic simulations still intractable for extended 
metal surfaces, we rely on the approximative – but numerically highly efficient – 
concept of electronic friction within the local density friction approximation (LDFA). 
The numerical efficiency of this approach stems from an implicit consideration 
of the electron-hole (eh)-pair excitations that allow us to effectively replace the 
coupled electron-nuclear dynamics with a simple Langevin-equation of motion for 
the nuclei. All non-adiabatic effects are then condensed into and described by the 
so-called electronic friction coefficient. 

This inherent simplicity has, however, raised conceptual concerns about the ac-
curacy of this model. Aiming to clarify this picture, we first assessed vibrational 
lifetimes of high-frequency adsorbate modes as a sensitive measure to gauge the 
predicted non-adiabatic energy losses against experimental benchmark values [2]. 
Though general trends were adequately captured, our analysis revealed certain 
deficiencies of the prevalent LDFA for most relevant molecular adsorbates. We 
responded by introducing a simple and computationally highly efficient strategy to 
extend the LDFA beyond the available inherent independent-atom approximation, 
which compares quantitatively with experimental and theoretical reference data.

With this having increased our confidence in the model, we further applied the 
LDFA-based electronic friction formalism to thermal surface diffusion, where elec-
tronically non-adiabatic energy losses are expected to clearly compete with energy 
losses due to phononic coupling [3]. 
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In order to quantitatively disentangle these dissipation channels, we first compared 
ab initio-based Langevin molecular dynamics (MD) simulations for Na on Cu(111) 
to experimental signatures obtained from state-of-the-art 3He spin echo measure-
ments. The resulting friction coefficient contains contributions from both phononic 
and electronically non-adiabatic coupling. A subsequent analysis of the underlying 
trajectories involving an explicit evaluation of the electronic friction coefficient in 
the LDFA model then allowed for a quantitative estimate of the relative importance 
of non-adiabatic and phononic surface coupling, respectively. Despite the minimal 
electronic friction coefficient of Na and the relatively small mass mismatch to Cu 
promoting efficient phononic dissipation, we found that a surprisingly high amount 
of about 20 percent of the total energy loss is attributable to electronic friction. 

All in all, the picture that emerges is of surface diffusion in which electronic non-
adiabaticity plays a much more prominent role than previously anticipated. Indeed, 
one could speculate that it is in fact electronic non-adiabaticity that ensures rapid 
thermalization in adsorbate systems with a large frequency mismatch, and that also 
explains the long-term success of adiabatic theories to determine diffusion constants 
and other kinetic parameters for growth and catalysis applications.
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1  |  Dynamics on a metal 

surface do not necessarily 

evolve on the ground state 

Born-Oppenheimer potential 

energy surface (PES). Instead, 

non-adiabatic coupling to the 

continuum of electron-hole 

pair excitations has to be 

taken into account.

Creation of/interaction with
substrate phonons

Creation of/interaction with
electron-hole (eh) pairs

2  |  Overview of the most important energy  

exchange mechanisms between diffusing  

adsorbates and a metallic substrate.
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The topic of our Focus Group is the investigation of the structure, dynamics and 
aggregation of the hormone, human islet amyloid polypeptide (hIAPP), in the presence 
of lipid membranes using magic-angle spinning (MAS), and solid-state nuclear 
magnetic resonance (NMR) experiments. Our research work in two different sub-
projects is summarized below. 

High-resolution structural differences between oxidized  
and reduced hIAPP
Type 2 diabetes (T2D) is characterized by diminished insulin production and cell 
resistance to insulin, which in turn triggers the overproduction of regulatory hor-
mones such as insulin and hIAPP. Among others, endoplasmic reticulum (ER) 
stress is a principal factor contributing to T2D, and induces a shift towards a more 
reducing cellular environment. We could show that the differential aggregation of 
reduced and oxidized hIAPP assists to maintain the redox equilibrium in the cell 
by restoring redox equivalents. Aggregation therefore induces redox balancing, 
which can assist initially in counteracting ER stress. Failure of the protein degrada-
tion machinery might finally result in beta cell (β-cell) disruption and cell death. We 
further characterized the structure of hIAPP in solution, and demonstrated that the 
N-terminus of the oxidized peptide has a high propensity to form an alpha-helical 
(α-helical) structure, which is absent in the reduced state of hIAPP. In healthy cells, 
this residual structure prevents the conversion into amyloidogenic aggregates. 

1  |  In Type 2 diabetes, overexpression of the hormone hIAPP results in the loss of beta cells in the 

pancreas. Left: Light microscopy and histological immunofluorescence images of islets from +/+ control 

mice and TG/TG mice. Insulin is indicated in green, amyloid fibrils in red, nuclei in blue. +/+ control mice 

do not display any morphological changes. Amyloid aggregates are observed using an antibody against 

amyloid fibrils in islets of TG/TG mice. Center: Solution-state NMR 1H,15N HSQC spectra of reduced 

and oxidized hIAPP. Right: Structural model of a conformer of the hIAPP ensemble. hIAPPox has a high 

α-helical propensity involving residues 8-17, and is disordered in its C-terminal part.
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2  |  2-D 1H,15N HSQC spectra of hIAPP in solution (blue)  

and reconstituted in nanodiscs (red).

Structural characterization of mem-
brane-bound hIAPP intermediates

We further investigated the membrane interaction and 
aggregation of hIAPP to better understand its toxicity 
to islet cells in Type 2 diabetes. Since the interaction 
of hIAPP with the lipid membrane dramatically speeds 
up the aggregation of hIAPP to form amyloid fibrils, 
it has been a major challenge to obtain structural 
insights into the formation of toxic hIAPP intermedi-
ates. To overcome this challenge, we have success-
fully optimized the lipid composition encapsulated in 
nanodiscs to trap an intermediate of hIAPP by using 
a variety of biophysical experiments including fluores-
cence, dynamic light scattering and NMR spectros-
copy. Nanodisc preparations are done in collaboration 
with Franz Hagn (TUM-IAS Rudolf Mößbauer Tenure 
Track Assistant Professor). High-resolution NMR 
spectra obtained from hIAPP reconstituted in lipid 
nanodiscs demonstrate the feasibility of solving the 
three-dimensional structure of the membrane-bound 
hIAPP non-fibril intermediate. 
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Recent advances in the understanding of the molecular basis of disease – at the 
level of genetic predisposition as well as of the interaction with individual diversi-
ties, lifestyles and environments – are drastically modifying the diagnosis, therapy 
and prevention of disease. Furthermore, these new revelations are also changing 
our perceptions of what constitutes illness and health.

Against this backdrop, there is a clear need for innovative foundational and ethical 
analyses: these could be provided under the auspices of a Biomedical Humanities 
framework. A biomedical humanities perspective is a humanistic approach that 
ethically and philosophically addresses that chain which commences with basic and 
translational research into the molecular roots of diseases. It also addresses issues 
of disease detection, and how to cope with the cause of disease (and disease itself) 
by taking into account an individual patient’s genetic makeup, diversity (e.g., deal-
ing with gender, sexuality, aging, culture, socio-economical status, religious beliefs, 
etc.), lifestyle and aspirations. It finishes with the care of patients in clinical practice.

In particular, the Focus Group Biomedical Humanities at the TUM-IAS is working to 
explore how well-designed ethical counselling services could improve the decision-
making process for both patients and medical practitioners whenever diversity 
issues arise.

With “ethical counselling,” we are referring to a dialog that could be implemented in 
the cases in which clinical decisions involve existential issues and moral questions. 
Such a dialog serves two different purposes: On the one hand, by investigating 
and clarifying a patient’s values and beliefs, an ethical counselling process would 
assist a patient with overcoming any ethical decisional paralysis in clinical settings 
– and allow them to choose the option most aligned with their moral sensitivity. On 
the other hand, this tool would train clinicians to properly examine the ethical and 
existential aspects of problematic healthcare situations and decisions being faced 
by patients and their families and friends. One central point of ethical counselling is 
to go beyond common sense and intuitive moral understanding in order to weigh 
all options before making a given choice. The kind of critical reflection which takes 
place during the dialog promotes a non-directive, non-paternalistic and highly in-
dividualized decision-making process. The process should also serve the purpose 
of debunking the fallacious conviction that a physician’s moral way of thinking is 
somehow superior to that of the patient.
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145The Focus Group promotes a humanistic approach to medicine by putting the 
patient at the center. Indeed, one of its central aims is to improve more awareness 
– particularly among biomedical researchers and clinicians – of the relevance of 
personalized medicine and healthcare that derives from an ethical base. Moreover, 
the group is working to encourage the development of an appropriate sensibility 
towards diversity issues. In order to achieve these aims, beyond the papers listed 
below, we have realized three international meetings:

Workshop  · “Ethical Counselling in the Age of Personalized Medicine and  
Multicultural Diversity,” held on May 19, 2016, 
ESO/TUM-IAS Masterclass  · “Ethical Counselling in Oncology and Gender  
Issues,” held on November 23 – 24, 2016,
Liesel Beckmann Symposium  · “Ethical Counselling in the Age of Personalized 
Medicine and Diversity Issues,” held on November 25, 2016.

Furthermore, with the contribution of a renowned neuropsychologist, we are final-
izing a paper on the modulation in function of diversity of the empathic relationship 
which could grow between a patient and healthcare practitioner (e.g., doctors, clini-
cians, nurses, etc.). In addition, we are thinking of publishing the contributions pre-
sented at the Liesel Beckmann Symposium in the form of a special issue of a journal.
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Sarah De Rijcke

Evaluation practices & diversity: The case of engineering

The Focus Group Gender and Diversity in Science and Engineering analyzes the 
inclusion and exclusion mechanisms of evaluation procedures and indicators in the 
engineering sciences. Thus far, the engineering sciences are an underexplored area 
when it comes to analyzing the effects of research assessment on the organization 
and production of knowledge.

Researchers are pulled in various, sometimes contradictory directions by the multi-
plication of performance metrics and new incentives to align with societal needs. 
Management structures, funding systems and publication practices are increas-
ingly influenced by pressures to promote only the highest quality science – as well 
as by models and incentives for academic advancement that would produce this 
highest quality. While some analysts welcome the possibility of increasing trans-
parency through performance data, recent years have seen high-profile initiatives 
to improve current criteria for assessing academic achievements (e.g., the Leiden 
Manifesto, the Metric Tide, Science in Transition, DORA, METRICS, Reward Alli-
ance). Concerns include both an erosion of the social in science – e.g., increasing 
competitive struggles, blistering “benchmark masculinity” (Thornton 2013), waning 
collegiality, decreasing community service - and an erosion of epistemic diversity - 
e.g. cropping and tweaking the aims and contents of scientific inquiry to fit into the 
narrow confines of metric-based evaluation systems.

The collaboration in the Focus Group is embedded in an emerging research 
agenda on the epistemic effects of indicators in academic settings (cf. Derrick & 
Gillespie, 2013; Gläser, 2013; Müller, 2014; Hammarfelt & De Rijcke, 2015; Rush-
forth & De Rijcke, 2015; De Rijcke et al. 2016). From our previous projects in the 
life sciences, the social sciences and law in the Netherlands, Austria, and Sweden, 
we can extrapolate, first of all, that quantitative indicators feed into quite routine 
knowledge-producing activities (e.g. discussions over whom to collaborate with 
and when, how much time to spend in the laboratory producing data) (Rushforth & 
De Rijcke, 2015). Researchers are increasingly “thinking with indicators” at various 
stages throughout their research processes [1].

The Anna Boyksen Fellowship enables the Focus Group to further chart these reifica-
tion dynamics, and in- and exclusion mechanisms in evaluation systems. This is need-
ed in order to develop more sophisticated policies and refined ways for the conscien-
tious application of evaluative metrics in different fields. Some of these ways in which 
metric indicators become pivotal to academic work seem to be in strong tension with 
central ideals and goals of European, national and institutional research policies: to 
foster diversity-relevant, innovative, collaborative and socially responsible science.

Thus far, the engineering sciences are an under-explored area when it comes to 
analyzing the inclusion and exclusion mechanisms of evaluation procedures and 
indicators. Methodologically, research evaluation is modeled on the natural sciences 
(Nature, 2010), but the same methods are increasingly applied to technical sciences 
at large (De Jong et al., 2011; Donovan, 2007; Martin et al., 2010). 
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147However, technical sciences are characteristically much more applied, and generally 
speaking, more oriented towards a broader impact than most natural sciences. This 
means, for instance, that the usefulness of citation-based indicators is debatable: 
authoritative research output consists of more than scientific journal articles only, and 
can also include proceedings, designs, computer programs, prototypes, etc. (Butler, 
2007; Franceschet, 2010; KNAW, 2010; TU Delft, 2007). In the Focus Group, we ask: 
What are the consequences of this shift toward the prevailing metric-based orders of 
worth in research assessment for the epistemic culture and authorship practices of 
the engineering sciences? How does such a shift relate to other practices of valua-
tion in the engineering sciences? How do they affect possible career paths as well as 
patterns of inclusion and exclusion in these fields of research and development?

Objectives for the Focus Group

Provide an overview of existing evaluation procedures  · and policy initiatives for 
the engineering sciences in the Netherlands and Germany.
Identify best practices  · on the basis of secondary document analysis.
Develop a suitable empirical approach  · to analyze the particular values enacted 
in evaluation systems in the engineering sciences, and the effects of perform-
ance indicators on knowledge production in engineering. Based on our earlier 
work we expect to draw on semi-structured interviews, document analysis, and 
observations of day-to-day decision-making processes of research groups.
Carry out an in-depth qualitative project  · in the engineering sciences on the  
basis of this empirical approach. The study will most likely be comparative and 
will consist of at least two case studies in our respective national contexts.
Draw out differences between the new findings and results  · from our own  
previous research in the life sciences, social sciences and law.
Integrate these analyses into more refined ways ·  for responsible application of 
evaluative metrics in engineering fields.

The first three objectives were met in 2016. The Focus Group recently organized 
two workshops with leading figures in research policy and science and technology 
studies (September and December 2016). The aim of the workshops was to lay 
the groundwork for a joint funding application for the Open Research Area (ORA) 
program, which funds joint research projects in the social sciences. This program is 
a collaboration between the UK, the Netherlands, France and Germany. The fund-
ing application will build on the work currently developed in the Focus Group led by 
Sarah de Rijcke and Ruth Müller.
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Gestational diabetes – impact of metabolic dysregulation 
on the perinatal vascular health of mother and child

There is increasing evidence, from both human epidemiological and animal stud-
ies, that the maternal metabolic milieu during critical time windows of development 
permanently influences metabolic regulation and function in the offspring later in 
life. Relevant prenatal risk factors for childhood overweight and metabolic disease 
include maternal overnutrition, excessive gestational weight gain, and gestational 
diabetes [1] – [2]. The prevalence of gestational diabetes has dramatically increased 
worldwide; according to current estimates, more than 10 percent of pregnancies 
are affected [3]. This makes it the most frequent metabolic disease in pregnancy 
with negative effects on the vascular system [4]. Adverse pregnancy outcomes are 
offspring cardiac malformations [5], large-for-gestational-age birth weight, neonatal 
hypoglycemia and long-term health risks for both mother and child. While the phe-
notypic consequences on offspring organs such as the cardiovascular system are 
not entirely understood, studies suggest an increased risk for obesity and diabetes 
in children who were exposed to a diabetic milieu in pregnancy [6]. However, the 
specific mechanisms and metabolic pathways underlying the relationship between 
maternal hyperglycemia, potentially early vascular alterations in pregnancy and 
adverse offspring outcomes are largely unknown.

Our goal has been to investigate both the development of functional und structural 
vascular changes in pregnant women with gestational diabetes and their fetuses, as 
well as to identify associated metabolic dysregulations in their offspring at birth. To 
facilitate this, we designed the gestational diabetes and vascular disease (GEDIVA) 
study as a prospective cohort study of mothers with gestational diabetes versus 
healthy, nondiabetic mothers (controls) and their children. In cooperation with the 
TUM Department of Obstetrics and Gynecology, Klinikum rechts der Isar, we are 
currently recruiting pregnant women who qualify for inclusion in the study if they are 
≥ 18 years of age and have given written informed consent. The study’s exclusion 
criteria: pregnant women with a preexisting diagnosis of either type 1 or 2 diabetes.

Our Focus Group performs quantitative determination of functional versus struc-
tural vascular impairment in women and their fetuses – both during pregnancy and 
at a follow-up examination 12 months post partum. Additional clinical outcome 
parameters include child anthropometry. We have also gathered detailed informa-
tion on other prenatal factors for childhood health risks including maternal precon-
ception body mass index (BMI) data. 
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For the investigation of global metabolic imbalances in 
cord blood of the exposed offspring, MS/MS-based 
technology is applied (targeted metabolite profiling). 
A protocol for the standardized and optimized collec-
tion and handling of cord blood prior to analysis has 
been developed, and is currently being applied at the 
time of delivery for every woman  
participating in the study.

Results are expected to: 1) identify early vascular 
dysfunctions in the pregnancies of women with 
gestational diabetes and their offspring; and 2)  
derive a specific metabolite pattern in umbilical 
cord blood of pregnancies complicated by gesta-
tional diabetes and potential vascular dysfunctions 
– patterns that may serve as a risk indicator of  
impaired maternal and/or offspring health in longi-
tudinal investigations.

This work was conducted in cooperation with doctoral 
candidates Jule Väth and Maike Wagner.

1  |  Preparation of umbilical cord blood from newborns of mothers 

with gestational diabetes.

2  |  Targeted metabolite profiling by liquid chromatography-tandem 

mass spectrometry: quantification and interpretation of metabolite 

patterns from umbilical cord blood.
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The Focus Group Gender Stereotypes in Organizations aims to understand how 
gender stereotypes and the expression of emotions jointly influence how people 
form impressions about men and women, particularly focusing on the context of 
leadership in organizations.

Research shows that men and women face stereotype-based biases within organi-
zations. They are seen differently, with men being perceived as more agentic and 
work-oriented than women, and with women being seen as more communal and 
focused on relationships than men. In addition to being perceived differently, men 
and women are also expected to comply with these stereotypic views. Failure to do 
so results in social penalties: for example, women who violate stereotypic expecta-
tions tend to be disliked and seen as interpersonally hostile.

As the expression of emotions similarly communicates social information about the 
emotion expresser, our work examines how gender stereotypes and emotion expres-
sions jointly influence how people form impressions about the emotion-expressing 
individuals. Using experimental research designs, we show study participants pictures 
of men and women expressing either pride or happiness, and ask them what they 
think the person is like.

Figure 1 shows the pattern of our main findings exemplarily for agency. In line with 
gender stereotypes, study participants perceived the women in the pictures as less 
agentic than the men when they expressed happiness. This gender effect dimin-
ished when the women and men expressed pride in the pictures. Furthermore, the  
effect of expressing pride as compared to expressing happiness was more pronounced 
for women than for men in the perception of study participants. We have shown 
these described effects apply not only to attributes such as agency, but also for 
related inferences about competence in task-oriented leadership behaviors and an 
individual’s perceived willingness to lead.
 
Additionally, pride expressions not only diminished differential ascriptions of agency, 
but also diminished differential ascriptions of stereotype-based communality. Thus, 
whereas women were seen as more communal than men when expressing happi-
ness, this difference disappeared when pride was expressed. Again, the effect of 
pride expressions on ascriptions of communality was more pronounced for women 
than for men.

Notably, when expressing pride, women were not seen as more interpersonally 
hostile than men. This finding is contrary to previous research showing that women 
are penalized for other stereotype-violating agentic behaviors, such as self-promo-
tion or being perceived as power seeking. Thus, in sum, the results suggest that 
the expression of pride in one’s achievements can ameliorate the negative effects 
of gender-based non-agentic stereotypes on women’s career prospects. However, 
women need to be aware that with the expression of pride they may also lose the 
advantage of being seen as more communal than men.
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In 2016, the first paper reporting these results was accepted for publication in the 
Journal of Applied Psychology [1]. Following the successful submission of a sec-
ond paper to the Academy of Management conference, it was selected for publica-
tion in the Best Paper Proceedings of the Academy of Management [2].

Having shown the effects of pride expressions for women and men, the Focus 
Group on Gender Stereotypes in Organizations is currently examining the boundary 
conditions of these effects. This includes, for example, examining pride expressions 
in competitive situations to determine if the beneficial effects of pride expression for 
women in the workplace can also be extrapolated to a situation in which a woman 
expresses pride in a competitive situation in which she has beaten the competition.

This work was conducted in close cooperation with postdoctoral  
researcher Prisca Brosi (Strategy and Organization, TUM).
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Focus Group Proteases in the Brain
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Our Focus Group is dedicated to improving the understanding of how inflammation 
causes diseases of the brain. We hope that our efforts will ultimately allow us to 
contribute to the development of better treatments for devastating human diseases 
such as Alzheimer’s dementia and traumatic brain injury. Towards this end, we are 
studying molecular scissors in immune cells in the brain that most likely are impor-
tant for generating an inflammatory milieu: we hypothesize that this contributes to 
the development of neurodegenerative diseases.

Over the last year, our group has focused on two major categories: neuroinflam-
mation and studies of molecular scissors. Stefan Lichtenthaler and Carl Blobel 
recently outlined the scientific background and rationale for ongoing studies in 
their Focus Group in an editorial entitled “iRhoms in the brain – a new frontier?” 
[1]. Briefly, a PNAS paper published by Carl Blobel’s lab in 2015 demonstrated that 
iRhoms (inactive Rhomboid-like proteins) differentially regulate a pair of molecular 
scissors, termed ADAM17 (a disintegrin and metalloprotease) in different cell types 
in the brain. iRhom2 appears to regulate pro-inflammatory functions of ADAM17 in 
microglia (immune cells of the brain, figure 1), whereas iRhom1 controls the func-
tion of ADAM17 in other cell types in the brain, but not in microglia.

1  |  Diagrammatic representa-

tion of different cell types in 

the brain (left), and of the main 

focus of our group (right), the 

release of the pro-inflamma-

tory cytokine TNFα by the 

signaling scissors ADAM17, 

which in turn are controlled 

by the 7-membrane spanning 

molecule inactive Rhomboid 2 

(iRhom2) [1].

Throughout the last year, Simone Scilabra, a member of Stefan Lichtenthaler’s 
lab, has crossed mice that are prone to developing Alzheimer’s disease with mice 
that lack iRhom2 in order to determine how the absence of iRhom2 affects the 
development of Alzheimer’s disease in mice. Preliminary studies are promising, in 
that Alzheimer’s-model mice lacking iRhom2 show reduced amyloid burden and a 
decrease in the number of microglia associated with amyloid plaques. The Focus 
Group is currently working on a manuscript to disseminate these findings. Addition-
ally, Simone Scilabra has identified several novel substrates for iRhom2/ADAM17 
in immune cells using an innovative and powerful mass spectrometric technique 
developed in the Lichtenthaler lab. This technique also allowed the Lichtenthaler 
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Johanna Tüshaus (TUM)  |  Doctoral Candidate 

2  |  Diagram of ADAM17, iRhom2 and TNFα, with a black box highlighting the putative interaction 

between the transmembrane domains of iRhom2 and ADAM17 (left panel). Structural modeling of the 

putative interaction site (middle panel, provided by Harel Weinstein, Weill Cornell Medicine), and exam-

ple of a nanodisc assembly and corresponding NMR spectrum (right panels) to illustrate the approach 

for structural studies of the transmembrane domains of iRhom2 and ADAM17. 

group to identify the most important substrates for the 
related metallo protease ADAM10 in the brain, thus un-
covering several unexpected and novel functions for 
this enzyme [2]. Doctoral candidate Johanna Tüshaus, 
a recent recipient of a Böhringer Ingelheim PhD fellow-
ship, is expanding the boundaries of this approach by 
using it to search for differences in minute droplets of 
cerebrospinal fluid from iRhom-deficient mice com-
pared to normal controls, an exciting and promising 
new direction for our Focus Group.

Our second major interest is to determine how exactly 
the scissors ADAM17 interact with their regulators, 
the iRhoms, in molecular detail. The Blobel lab has 
collaborated with computational and structural biolo-
gists at his home institution, Weill Cornell Medicine 
in New York (Jose Manuel Perez Aguilar and Harel 
Weinstein) to uncover compelling evidence for an 
interaction between the transmembrane domains of 
ADAM17 and the iRhoms. These studies set the stage 
for an exciting collaboration with Franz Hagn at TUM-
IAS, who is attempting to examine the interaction of 
iRhoms and ADAM17 at the level of individual atoms  
using NMR spectroscopy. Specifically, he plans to  
visualize the structure of these transmembrane domains 
after inserting them into lipid microdomains termed 
“nanodiscs”. The results of structural modeling of the 
interaction between iRhoms and ADAM17 and the 
crucial experimental validation of these models by 

nanodisc NMR is guiding complementary functional 
studies to corroborate the physiological relevance 
of these interactions in intact cells in the Blobel and 
Lichtenthaler labs. The ultimate goal is to use this 
information to uncover new targets for treatment of 
neuroinflammation in Alzheimer’s disease and trau-
matic brain injury. We look forward to continuing our 
highly collaborative and interdisciplinary studies in 
Munich.

In cooperation with Dr. Simone Scilabra (DZNE, TUM) 
and TUM-IAS Rudolf Mößbauer Tenure Track Profes-
sor Franz Hagn (Structural Membrane Biochemistry).
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The brain vasculature in metabolic disease: targeting the 
glia-vascular interface for the treatment of obesity

The prevalence of obesity and type 2 diabetes has been increasing at an alarming 
rate worldwide over the past few decades. Despite considerable efforts aimed at 
prevention and treatment, the obesity epidemic continues to grow. Among various 
other comorbidities, overweight and obese individuals are especially predisposed 
to developing vascular pathologies that may ultimately lead to severe disabilities or 
even death [2]. Obesity-related vasculopathies also affect the brain, and therefore 
represent a potential cause for an increased risk for stroke, dementia and neurode-
generation in the obese and diabetic [3]. Neovascularization within the retina of the 
eye is another prominent complication of diabetes, constituting the leading cause 
for blindness in the working-age population in the United States [6]. We were the 
first to describe that a high-calorie diet exposure induces a similar hypervasculari-
zation syndrome within a distinct brain region that regulates body weight [4]. Cur-
rently, we are investigating the underlying mechanisms, its impact on health and 
putative therapeutic options. 

Chronic high-calorie diet exposure induces a phenomenon referred to as “hypotha-
lamic angiopathy.” As observed in both animal models and humans, this event is 
characterized by the excessive formation of abnormal, hyperpermeable blood ves-
sels in the hypothalamus. This leaky vasculature consequently drives the innate im-
mune response within the brain, and eventually contributes to systemic metabolic 
disorders, neuronal dysfunction and neurodegeneration.

In order to identify which mechanisms are involved in the regulation of this patho-
logic vascularization, we interrogated the role of astrocytes as part of the neurovas-
cular system together with endothelial cells and pericytes in the rearrangement of 
vascularity induced by a high-fat diet. Astrocytes are star-shaped glial cells that are 
situated between neurons and blood vessels. They are therefore in an ideal location 
to sense and regulate metabolic processes within the brain. Our group hypothesized 
that the excessive intake of a high-caloric diet (overload of energy substrates) might 
increase cellular respiration, which limits local oxygen consumption within distinct 
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1  |  3DISCO-assisted fluo-

rescent angiography of the 

hypothalamus.

Mouse brains were first 

perfused with a fluorescent 

vessel tracer (lectin-FITC) 

before undergoing organic 

solvent-based tissue clearing 

(3DISCO). Translucent brains 

were imaged three-dimen-

sionally using a light-sheet 

fluorescent microscope in 

collaboration with Dr. Ali Ertürk 

(LMU) Scalebar = 300 μm.
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2  |  High-fat-diet–induced up-regulation of VEGF-A  

in glial cells of the hypothalamus.

High-fat-diet-induced obese mice (HFHS diet) exhibited an in-

crease of VEGF-A immunoreactivity in GFAP-expressing astrocytes 

the arcuate nucleus of the hypothalamus (lining the third ventri-

cle) compared with lean mice on standard chow diet (SC diet). 

GFAP:glial-fibrillary acidic protein; Third ventricle (III).  

Scalebar = 100um.

brain regions and ultimately promotes the formation 
of new – however abnormal – blood vessels. The 
classical signalling pathway governing adaptation 
to hypoxia is known to involve a transcription fac-
tor termed “hypoxia-inducible factor” 1α (HIF1α) [1], 
which consequently can drive the expression of an-
giogenic factors such as vascular-endothelial growth 
factor (VEGF). 

In alignment with previous studies reported in dia-
betic retinae [5], we found a significant increase in 
immunoreactivity to VEGF-A in the hypothalamus of 
mice in response to high-fat / high-sugar feeding. 
Interestingly, VEGF-A co-localizes with glial fibrillary 
acidic protein (GFAP)-expressing cells, indicating the 
astroglia as the primary source for excessive VEGF-A 
levels. Furthermore, we found that mice lacking HIF1α 
specifically in astrocytes (GFAP-expressing cells) 
entirely prevented this increase of VEGF-A as well as 
the angiogenic response to a high-fat diet. Currently, 
we are performing experiments to further investigate 
whether and how this astrocytic HIF1α-VEGF path-
way is involved in the cerebrovascular changes in 
response to an obesogenic diet.

Conclusion
Sticking to the analogy with the diabetic retina, our 
Focus Group seeks to demonstrate if the hypothala-
mus can “turn blind” for metabolic feedback signals 
derived from the periphery – signals that usually 
govern bodyweight homeostasis. We expect to dis-
entangle this diet-induced angiopathy of the obese 
brain by using various genetic and pharmacological 
interventions in vivo and in vitro.
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MiRNA-mediated control of immune activation in  
diabetes and obesity

The goal of our interdisciplinary Focus Group is to understand the cellular and 
molecular mechanisms underlying the induction of immune tolerance in diabetes 
and obesity. Europe and the U.S. are facing a dramatic increase in the incidence of 
autoimmune type 1 diabetes (T1D), the rate of which is doubling every 20 years in 
young children. Moreover, the epidemic of obesity and type 2 diabetes (T2D) repre-
sents one of the most severe health threats of modern society. 

CD4+CD25+Foxp3+regulatory T cells (Tregs) function as a subset of T cells and are 
pivotal in maintaining immune tolerance and controlling inflammatory processes, 
thereby contributing to tissue homeostasis. To develop innovative strategies that 
can interfere with autoimmune progression or inflammation in diabetes, a mecha-
nistic understanding of cellular and molecular components that can impede im-
mune tolerance is needed. 

MicroRNAs (miRNAs) are a class of evolutionarily conserved, small non-coding 
RNAs that control gene expression by targeting mRNAs for degradation or trans-
lational repression, which is an important regulatory principle in the mammalian 
immune system. MiRNAs impact, in a dose-dependent manner, cellular states or 
responses such as T cell activation, Treg cell function and fitness by regulating 
hundreds of proteins simultaneously. However, our understanding of the role of in-
dividual miRNAs for immune activation versus regulation is in its infancy, especially 
in the context of inflammatory states such as obesity and diabetes. We know even 
less about the critical downstream targets of miRNAs that impact T cell activation 
and thereby impinge on the complex immunological interplay triggering immune 
activation and inflammation.

Our group recently demonstrated that during the onset of islet autoimmunity – 
prior to the clinical manifestation of T1D – an insulin-specific target cell popula-
tion was enriched with a T follicular helper (TFH) precursor cell phenotype. TFH 
cells support high-affinity and long-term antibody responses by supporting B 
cells. Moreover, excessive TFH cell activity has the ability to promote a break-
down of immune regulation, which in turn fosters autoimmune reactions. During 
the onset of islet autoimmunity, the frequency of TFH precursors was controlled 
by high expression of miRNA92a. MiRNA92a-mediated TFH precursor induction 
was regulated by PTEN-PI3K-signaling, involving PTEN and Foxo1, supporting 
autoantibody generation and triggering the onset of islet autoimmunity. Addi-
tionally, we were able to provide evidence for KLF2 as a target of miRNA92a in 
regulating human TFH precursor induction. In vivo application of an miRNA92a 
antagomir significantly reduced immune infiltration and activation in pancreata of 
NOD mice as well as humanized mice, while also enhancing the frequencies of 
local Foxp3+Tregs directly in the pancreas. 

 Host
Prof. Matthias Tschöp 
Metabolic Diseases, 
TUM

M
ed

ical N
atural S

ciences



157

Focus Group MicroRNAs Regulating Diabetes  
and Obesity

Chronic, low-grade inflammation of visceral adi-
pose tissue – at the systemic level – provides a 
critical link between the aforementioned dramatic 
increase in the incidence of obesity and T2D. We 
have been able to provide the first evidence that 
cells with a TFH cell precursor phenotype might be 
involved in these inflammatory processes, because 
both their numbers and their de novo induction were 
increased in T cells from obese individuals. The ob-
served increase in TFH frequency was accompanied 
by an increased abundance of miRNA92a in CD4+T 
cells from obese individuals and those with T2D. 
Furthermore, we found tissue-specific Foxp3+Tregs 
and their induction to be decreased upon high caloric 
challenges in mice. 

These preliminary findings support a potential role 
of TFH cells and their regulation by miRNA92a in 
initiating islet autoimmunity in TD1 and/or promot-
ing inflammation in obesity and T2D. Through our 
research, we have been able to provide initial insights 
into the role of miRNA92a in targeting Pten and 
KLF2 signalling in CD4+T cells. However, the relevant 
downstream targets of miRNAs that can impact T 
cell activation versus T cell tolerance induction – and 
thereby impinge on the complex immunological 
interplay triggering progression of islet autoimmunity 
or inflammation in diabetes – remain largely unknown. 
Recent X-ray crystal structures of an Ago-miRNA-
mRNA ternary complex suggest that Ago may make 
sufficiently close contacts to permit Ago HITS-Clip to 
simultaneously identify Ago-bound miRNAs and the 
nearby mRNA sites, thus allowing the definition of the 
sites of Ago interaction in vivo. 

To identify which miRNAs participate in the regulation 
of human T cell activation during immune activation in 
diabetes and obesity – and to identify their mRNA targets 
– we have now made use of this technique: UV-cross-
linked miRNAs:mRNA complexes are immune-precipitat-
ed with an antibody to Argonaute, an essential compo-
nent of the RISC, and then subjected to deep sequencing 
analyses. Analyses of respective miRNAs:mRNA target 
relationships are currently ongoing. 

Additionally, we are now employing both gain- and 
loss-of-function models for miRNA92a to dissect the 
cellular and molecular mechanisms that underlie the 
role of TFH cells in interfering with T cell tolerance 
induction in diabetes and obesity. Overall, our studies 
promise to open the way for the development of novel 
precision medicines that synergistically target meta-
bolism, immune activation and inflammation to treat 
obesity and diabetes.
 
This work was conducted in close cooperation with 
Dr. Carolin Daniel (Institute of Diabetes Research, 
Helmholtz Zentrum München).
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2016 was an eventful year and turning point for our Focus Group. We completely 
relocated our laboratory from Großhadern in the south of Munich to the university 
hospital Klinikum rechts der Isar at the heart of the city. In the midst of the big move, 
we successfully set up a working lab in our new environment while simultaneously 
continuing – unabated – with our research and the publication of several papers. 

Our current focus is the investigation of changes in the secretome and the cell 
surface proteome of cells in physiological and pathophysiological settings. The 
secretome is the entirety of all secreted factors of cells, and the cell surface pro-
teome comprises all proteins displayed on the cell membrane. Both are indispen-
sable for the organization and function of multicellular organisms. Alterations in the 
secretome or the cell surface proteome contribute to the pathogenesis of many 
diseases, including cancer, vascular, autoimmune and neurodegenerative disorders 
such as Alzheimer’s disease. However, the molecular changes in the secretome 
and surface proteome that occur in these diseases are hardly investigated. 

In our research, we have developed the enrichment of secretome protein with the 
click sugars (SPECS) method, which enables an unbiased analysis of the secre-
tome and, in turn, assists with the identification of perturbation in the secretome. 
Over the past year, we extended the SPECS method to the cell surface proteome 
called surface SPECS. Using surface SPECS, we were able to establish a link 
between TDP43 expression and expression of the cell survival promoting receptor 
tyrosine kinases ERBB4 and c-met providing evidence for a link between a TDP43 
loss-of-function and decreased neuronal health in Frontotemporal lobar degenera-
tion (FTLD) and amytrophic lateral sclerosis (ALS) [1]. 

We also investigated the function of the metalloprotease ADAM10 in primary 
neurons and rodent brains. ADAM10 is of interest due to its ability to prevent 
Amyloid-β (Aβ) generation, which is considered the cause of neuronal death in 
Alzheimer’s disease. As protease function is defined by its substrates, we applied 
SPECS to ADAM10 substrates identification in neurons (figure 1). We could iden-
tify a large number of new ADAM10 substrates such as NrCAM, neuroligins, LDL 
receptors and other membrane proteins, and additionally confirm previously identi-
fied substrates such as N-Cadherin [2]. Our data demonstrate that ADAM10 is a 
promiscuous protease with many substrates involved in many physiological proc-
esses such as synapse function and axon guidance in the central nervous system. 
It therefore might be difficult to use it as a drug target in Alzheimer’s disease. 

Using the strong neuroscience background within our Focus Group as a basis, 
we decided to apply SPECS to new research fields, such as cancer, that offer a 
new “playground” for SPECS: We also considered that applying SPECS in new 
areas would improve the method further to make it even more sensitive. Alperen 
Serdaroglu, a doctoral candidate working in our Focus Group, optimized various 
parameters of the SPECS method such as pH, buffer composition and the respec-
tive alkyne reagent. Ultimately, this work resulted in the strong improvement in the 
identification of glycoproteins in the secretome [3]. 

Dr. Peer-Hendrik Kuhn (TUM)  |  Carl von Linde Junior Fellow
Alperen Serdaroğlu (TUM)  |  Doctoral Candidate

Focus Group Proteomics

Scientific Reports

Peer-Hendrik Kuhn
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159We are also currently applying SPECS to learn more 
about drug resistance mechanisms in acute myeloid 
leukemia – a malignancy of myeloid progenitor cells. 
Whereas myeloid progenitor cells give rise to most 
corpuscular blood elements under physiological 
conditions – such as erythrocytes or granulocytes – 
in AML myeloid, progenitors divide indefinitely and 
do not mature into healthy blood components. The 
internal tandem duplication of the juxtamembrane 
region of FLT3 (FLT3itd) is a frequent mutation in 
AML, which leads to constitutive FLT3 signaling and, 
as a result, the increased proliferation and survival 
of AML cells. This mutation can be treated with the 
multi-tyrosine kinase inhibitor, Sorafenib. However, 
the effectivity of Sorafenib treatment in AML is only 
of short duration due to resistance development. 
Studying the changes that occur in the secretome 
and the surface proteome during treatment with 
Sorafenib over a longer duration, we aim to identify 
epigenetic Sorafenib resistance mechanisms in AML 
cell lines and patients that might result in novel treat-
ment options in the future. 
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Chronic hepatitis B and C virus infection is a global health problem with infected 
individuals at risk of developing liver disease that can progress to hepatocellular 
carcinoma. While hepatitis B virus (HBV) is a DNA virus relatively well conserved, 
hepatitis C virus (HCV) is an RNA virus that exists as a quasispecies of related ge-
nomes that are under continuous selection by host immune responses and antiviral 
drug therapy. The primary site of HBV and HCV replication is the liver and yet our 
understanding of the spatial distribution of viral variants within the liver as well as 
host mechanisms restricting virus spread is limited. 

HCV infected hepatocytes occur as foci surrounded by uninfected cells supporting 
a model of viral compartmentalization. Recent reports show interferon stimulated 
gene (ISG) expression in chronic hepatitis C and we hypothesized that local inter-
feron responses may limit viral replication and evolution. To investigate the spatial 
influence of the liver architecture on viral replication we measured HCV RNA and 
ISG mRNA from multiple segments of the liver (figure). HCV RNA and ISG mRNA 
levels were comparable across all sites from an individual liver but showed up to 
500-fold difference between patients. Importantly, there was no association be-
tween ISG and HCV RNA expression across all sites in the liver or plasma. Further-
more, sequencing HCV genomes from the different hepatic sites showed a similar 
distribution of viral quasispecies across the liver and uniform sequence diversity. 
Importantly, there were no differences between the hepatic and plasma viral qua-
sispecies in all patients. Our study shows that the genetic genetic pool of HCV en-
velope sequences is indistinguishable between distant sites in the liver and plasma, 
arguing against viral compartmentalization that impacts on our understanding and 
modeling of viral diversity in chronic disease [3]. 

For HBV much less is known about virus uptake and release from infected cells since 
broadly usable cell culture infection models only recently became available when the 
bile acid transporter Na+-taurocholate cotransporting polypeptide (NTCP) was identi-
fied as primary uptake receptor. Together with scientists form the Academic Medical 
Center in Amsterdam, The Netherlands, Anindita Chakraborty, a doctoral candidate 
of our Focus Group, was able to decipher the role of protein modification on NTCP 
for bile acid as well as for virus uptake. NTCP contains two N-linked glycosylation 
sites and we mutated asparagine amino acid residues to a glutamine to generate 
NTCP with a single glycan or no glycans. Neither the physiological function of NTCP, 
the uptake of bile acids, nor the uptake of HBV was affected in cells expressing sin-
gle glycosylation variants. However, glycosylation-deficient NTCP failed to transport 
bile acids or support HBV infection and showed no membrane localization. We con-
clude that N-glycosylation is required for efficient NTCP localization at the plasma 
membrane and subsequent HBV infection and these characteristics are preserved in 
NTCP carrying a single carbohydrate moiety [1].
 
Clinical studies show increased expression of Autotaxin (ATX), a phospholipase 
with diverse roles in physiological and pathological processes including inflamma-
tion and oncogenesis, in chronic hepatitis C. However, the pathways regulating 
ATX and its role in the viral life cycle are not defined and this year we published a 
seminal study on the role of ATX in HCV-associated hepatocellular carcinoma. 
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In vitro studies confirmed that HCV increased hepatocellular ATX RNA and protein 
expression. HCV infection stabilizes hypoxia inducible factors (HIFs) and we inves-
tigated a role for these transcription factors to regulate ATX. Low oxygen regulates 
ATX expression and transcriptome analysis of tumor and adjacent non-tumor tissue 
demonstrated a positive correlation between ATX mRNA levels and hypoxia gene 
score. Importantly, inhibiting ATX-lysophosphatidic acid signalling reduced HCV 
replication, highlighting a positive role for this phospholipase in the viral life cycle. 
Lysophosphatidic acid activates phosphoinositide-3-kinase that in turn stabilizes 
HIF-1α and inhibiting HIF-signalling abrogates the pro-viral activity of LPA. Our 
data support a model where HCV infection increases ATX expression that potenti-
ates an autocrine pathway that drives viral replication. This study identifies the 
ATX-LPA axis as a new therapeutic target for the treatment of hepatocellular carci-
noma [2]. 

To clear virus infection is the final goal of any therapeutic effort. Viral clearance in-
volves immune cell cytolysis of infected cells. However, studies of hepatitis B virus 
(HBV) infection in chimpanzees have indicated that cytokines released by T cells 
can also promote viral clearance via non-cytolytic processes. We aimed at identify-
ing the non-cytolytic mechanisms by which T cells eliminate HBV and in particular 
its persistence form, cccDNA, from infected hepatocytes [4]. In serum samples 
from patients with acute and chronic hepatitis B, we found that levels of antiviral 
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cytokines IFNγ and TNFα were increased. In human hepatocytes with continu-
ously replicating HBV, as well as in HBV-infected primary human hepatocytes or 
HepaRG cells, IFNγ and TNFα each induced deamination of cccDNA and interfered 
with its stability. Interestingly, HBV-specific T cells, through secretion of IFNγ and 
TNFα, inhibited HBV replication and reduced cccDNA in infected cells without the 
direct contact required for cytolysis. Blocking IFNγ and TNFα after T-cell stimula-
tion prevented the loss of cccDNA. Deprivation of cccDNA required activation of 
nuclear APOBEC3 deaminases by the cytokines that modified cccDNA. In liver 
biopsies from patients with acute hepatitis B, but not chronic hepatitis B or con-
trols, hepatocytes expressed APOBEC3A and APOBEC3B. This study [4] proved 
that IFNγ and TNFα, produced by T cells, are able to reduce levels of HBV cccDNA 
in hepatocytes by inducing deamination and subsequent cccDNA decay. This has 
important consequences for immune therapies, since immune cells apparently do 
not require to destroy all infected cells but can also clear the infection by secretion 
of cytokines.

Together with Universities of Heidelberg and Freiburg, we were able to secure 
funding of a collaborative research center from the German Research Foundation 
(TRR179 on Viral Hepatitis). Finally, our Hans Fischer Senior Fellow Jane McKeat-
ing was granted an Investigator award from the Wellcome Trust, the most competi-
tive and prestigious award in the UK and will be relocating to the Nuffield Depart-
ment of Medicine, University of Oxford, early 2017.
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The goal of our Focus Group Clinical Cell Processing and Purification is to develop 
advanced, user-friendly, and integrated cell processing platforms to facilitate the 
preparation of effective and minimally manipulated therapeutic cells for highly  
individualized medical care. In the past, studies performed by Focus Group mem-
bers have elucidated fundamental properties of T cells that provide superior func-
tionality and persistence, and a novel safety switch that serves dual functions in 
cell selection and elimination was defined. In collaboration with Stanley Riddell, 
Hans Fischer Senior Fellow, first in-human clinical trials of novel cell therapies using 
Focus Group innovations have been started in Seattle to evaluate safety and efficacy.

Development of safeguard strategies for adoptive  
immunotherapy using genetically engineered T cells
 
Over the past few years, excitement has been growing for immunotherapies utilizing  
a patient’s own immune system to combat certain types of cancer. One approach 
to immunotherapy is called adoptive cell transfer (ACT), which can, for example, be 
achieved by genetic modification of patient-derived immune cells: this is accom-
plished by introducing a tumor-specific receptor to recognize and attack cancer. 

Within our Focus Group, we have explored methods to rapidly select defined T 
cell subsets for clinical applications. Thereby, so-called “central memory T cells” 
(TCMs) were identified to be of special relevance for ACT, as they can engraft, ex-
pand and persist long-term, even at very low numbers of transferred T cells. TCMs 
can be genetically engineered to express novel antigen-targeting receptors, such 
as natural T cell receptors (TCRs) or chimeric antigen receptors (CARs) without 
affecting their in vivo behavior. Stanley Riddell, Hans Fischer Senior Fellow and 
recently elected as TUM Ambassador in this Focus Group, has initiated in Seat-
tle clinical trials in which the patient’s T cells are genetically modified to express a 
synthetic chimeric antigen receptor (CAR) specific for the CD19 B-cell lineage mol-
ecule that is expressed on B cell leukemias and lymphomas. The modular structure 
of CARs allows the combination of antibody-like specificities with the signaling 
characteristics of a TCR. This therapy induces complete remissions in >80% of 
patients with chemotherapy-refractory B cell acute lymphocytic leukemia (ALL) and 
complete or partial responses in >70% of patients with non-Hodgkin’s lymphoma. 
A complication of this therapy is that the CAR-T cells also eliminate normal B cells 
that express the CD19 molecule, which if prolonged, results in a deficiency in anti-
body production.

Prof. Stanley Riddell (University of Washington)  |  Hans Fischer Senior Fellow
Simon Fräßle, Manuel Effenberger (TUM)  |  Doctoral Candidates

Focus Group Clinical Cell Processing and Purification
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165In order to improve the quality and safety of gene-modified T cells for therapy, 
cointegration of safeguard mechanisms that allow selective elimination of trans-
ferred cells in the event of side effects represents a promising strategy. Such a 
safeguard has to be stably coexpressed with the recombinant receptor, and should 
be non-immunogenic to allow long-term survival of transferred cells. Therefore, we 
explored coexpression of a truncated Epidermal Growth Factor Receptor (EGFRt) 
that is functionally inert as a safeguard for gene-modified T cells. For in vivo de-
pletion, the EGFRt marker can be specifically targeted by the clinically approved 
αEGFR mAb (Cetuximab), which mediates antibody-dependent cellular cyto toxicity 
(ADCC). Our in vivo studies in preclinical mouse experiments demonstrate first 
proof-of-concept that this approach allows to selectively eliminate mouse CD19-
CAR engineered T cells by Cetuximab treatment, thereby reversing B cell aplasia, 
a long-term anti-CD19-CAR T cell-mediated toxicity. Since Cetuximab treatment 
might be not be applicable during acute toxicities with strong inflammatory  
components, we are currently developing alternative safeguard mechanisms. 
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Edge functionalization of graphene 

Porphyrins are versatile molecules that – beyond their relevance in natural systems 
– can be adapted for various technological applications such as molecular elec-
tronics, gas sensing, and light harvesting. Combining the properties of porphyrins 
with the high physical strength and charge mobility of graphene, a single atomic 
layer of carbon in a sp2 honeycomb structure, can enable complex hierarchical 
architectures and the design of novel functional materials. In a previous study,  
we proposed the concept of a general procedure of on-surface covalent linking 
of porphyrins to heteromaterials, and in particular to sp2 carbon sites at graphene 
edges [1, 2]. Within the TUM-IAS project we could directly demonstrate that this 
strategy is indeed viable and introduces versatile avenues towards hybrid molecu-
lar architectures. Non-contact atomic force microscopy (nc-AFM) with a CO-func-
tionalized probe directly visualizes the chemical bonding between porphyrins and 
graphene edges [3].

After demonstrating the proof-of-principle for the synthesis of complex molecular 
heterostructures by on-surface covalent linking, we further explored the methodology  
of functionalizing graphene-based nanostructures with porphyrins to generate 
scalable materials with application potential. Firstly, monolayer graphene grown on 
copper foil is etched under hydrogen gas flow to expose graphene edges.  
Subsequently, the graphene layer featuring a nanoporous structure is transferred 
onto a target-substrate, which favors interfacial homocoupling reactions, e.g., 
Au(111). In the last step, porphyrins are deposited that covalently fuse to the  
exposed graphene edges. To generalize the approach and at the same time to 
gain deeper understanding of the properties of these heterostructures, porphyrins 
are also coupled to graphene nanoribbons with well-defined edge terminations, 
i.e., zigzag or armchair. With this arrangement, both the preference of the coupling 
configuration and changes of electronic properties can be explored quantitatively 
by scanning tunneling microscopy (STM).

The functionalization of graphene is of great importance in the development  
of / towards graphene-based applications. The chemical coupling of graphene  
with functional molecules is a promising method for achieving this. A better under-
standing and control of this process may lead to the precise linking of, for example, 
electric leads (graphene) to single molecules for use in molecular electronics, or the 
attachment of photo-responsive dye molecules for energy harvesting or conversions.

In close collaboration with Willi Auwärter (Molecular Engineering  
at Functional Interfaces, TUM).
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1  |  Functionalization of graphene edges and nanoribbons 

Top: STM image showing a porphine molecule coupled to a graphene zig-zag edge (marked with green 

square). Model and Laplace-filtered nc-AFM image of a porphine forming three C-C bonds illustrate 

atomistic details. Bottom left: Schematic model illustrating the monolayer graphene functionalized with 

porphine within etched holes. Bottom right: Schematic model illustrating the coupling between porphine 

and graphene nanoribbons.
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Collective quantum dynamics: teamwork between  
quantum particles

The research in our group targets a broad range of questions from the area of con-
densed matter theory, such as exotic quantum material, ultracold quantum gases 
and light-matter systems. Interactions and correlations in condensed matter sys-
tems often manifest in striking and novel properties. These properties emerge from 
the collective behavior of quantum particles, and cannot be understood from the 
perspective of a single particle alone. In that sense, quantum particles can achieve 
new goals by forming teams. Numerous examples of collective quantum dynamics 
can be found in nature, including superconductors, quantum magnets and super-
fluids. Our group develops both analytical and numerical techniques to elucidate 
the effects of strong interactions and emergent collective behavior. Another im-
portant aspect of our research is its relevance for experiments, which has fostered 
close collaboration with experimental groups all over the world.

Correlated quantum systems out of equilibrium

Recent conceptual and technical 
progress has made it possible to 
prepare and explore strongly cor-
related, non-equilibrium quantum 
states of matter. The tremendous 
level of control and favorable time 
scales achieved in experiments with 
synthetic quantum matter such as 
ultracold atoms, polar molecules, 
and trapped ions, has shown these 
systems to be ideal candidates for 
the exploration of non-equilibrium 
quantum dynamics. 

In an earlier collaboration, our TUM-IAS group and scientists from Harvard University 
(USA) proposed to apply the methods typically used in extremely accurate atomic 
clocks to create an ultracold environment in which the formation of quasiparticles 
takes place in slow motion. Whereas the natural timescale of such quasiparticles in 
solid state systems is in the range of 100 attoseconds, the creation of polarons in this 
kind of systems takes several microseconds. Under these conditions, Rudolf Grimm 
(University of Innsbruck, Austria), together with his group, succeeded in producing 
a precisely controllable, many-particle system of this kind. This accomplishment 
facilitated the study of the birth of quasiparticles in real time (see figure 1 for a com-
parison of the experimental data, red dots, and our theoretical prediction, blue lines). 
This work was published in an issue of Science in 2016. The details of this work are 
published in [3]. 

 Host
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1  |  Observation of the birth of a quasiparticle 

in real time. Blue lines are theoretical data pre-

dicted from our group.
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Disordered many-body systems

Disorder has a drastic influence on transport proper-
ties. In the presence of a random potential, a system 
of interacting electrons can become insulating. This 
is a phenomenon known as many-body localization. 
However, even beyond the vanishing transport, such 
systems have very intriguing properties. For example, 
many-body localization describes an exotic phase of 
matter, which is robust to small changes in the micro-
scopic Hamiltonian. Moreover, fundamental concepts 
of statistical mechanics break down in the many-
body localized phase. 

As described in a recent article in Physical Review B [4] our Focus Group studied 
how a many-body localized system heats up when it is driven periodically in time. 
The findings: When the driving frequency is below a certain threshold and the 
driving amplitude is large enough, the many-body localized phase gets destabi-
lized and becomes ergodic. This is a property of the effective Floquet Hamiltonian, 
which governs the stroboscopic time evolution of the system. This behavior, which 
has previously been predicted simultaneously by a few theoretical groups, was also 
recently demonstrated experimentally by Immanuel Bloch's group at (Ludwig-Maxi-
milians-Universität München and Max Planck Institute for Quantum Optics,) ([2] and 
figure 2). In our joint work [2], we also found an exotic regime of the MBL system, 
which remains remarkably stable with respect to the periodic driving. A novel ques-
tion that has not been answered so far.
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2  |  Periodically driving a 
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system.
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1  |  We consider the problem 

of preparing ground states of 

topologically ordered systems 

of many interacting spins such 

as Kitaev’s toric code (left). A 

natural interpolation procedure 

results in a restricted number 

of different final states. These 

depend weakly on the start-

ing point. The figure on the 

right represents the so-called 

Bloch-sphere which visualizes 

the resulting encoded states.

The physics of quantum information processing

Established in 2015, the Focus Group Complex Quantum Systems conducts 
research into quantum information theory, which is an interdisciplinary research 
field connecting physics, mathematics and computer science. We aim to assess 
quantum systems in terms of their information-processing potential and apply 
structural insights gained from quantum information theory to the study of many-
body systems.

Quantum information processing holds great potential, with proposed algorithms 
for quantum computers giving provable speedups compared to conventional  
classical computing. But tapping this resource poses significant challenges, as 
quantum states are intrinsically fragile: Without fault-tolerance mechanisms, quan-
tum information is invariably destroyed. Measures introducing redundancy and / or 
suitably isolating a system from the environment are therefore essential for realizing 
scalable information processing.

Our goal is to identify quantum effects which can be exploited to yield enhanced 
information-processing capabilities, and to characterize the exact technological 
requirements for doing so. We are also interested in exploiting physical insights 
gained from quantum information theory: considerations related to the entangle-
ment structure of states can shed light on the behavior of complex many-body 
quantum systems.

Fault-tolerant computation: initializing a quantum computer

Quantum error-correcting codes provide mechanisms for realizing robust quantum 
information processing. A significant challenge is the preparation of suitable initial 
states for computation. In recent work, we have proposed and studied a procedure 
whereby simple product states are gradually transformed into certain many-body 
states with the desired quantum correlations. This process, which we call Hamilto-
nian interpolation, essentially consists in adiabatically turning on the interactions as-
sociated with code stabilizers. Our numerical experiments show a certain robustness 
of this preparation mechanism: Even slight deviations from the initial product state 
yield approximately identical encoded final states. We explain this stability phenome-
non by means of pertur-
bative arguments. The 
latter apply to a large 
class of topologically 
ordered systems. This 
work therefore identifies 
a rather simple and po-
tentially realizable way of 
initializing a topological 
quantum computer.
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171The entanglement structure of conformal  
field theories

Tensor network techniques have been successfully applied to model 
interacting, many-body systems. In some cases, proposed methods 
have been directly motivated by concepts in quantum computation. 
The suitability of variational tools such as matrix product states 
(MPS) can often be understood by studying the entanglement struc-
ture of states one wishes to represent. However, the use of these 
methods has, in some cases, mostly been motivated by their success 
in numerical experiments, and a rigorous formal justification has been 
missing. To address this situation, we have asked whether it is pos-
sible to represent correlation functions of a conformal field theory by 
an MPS. Our main result is an algebraic construction of such a state, 
together with a rigorous error bound: the latter expresses how well 
the field theory is approximated by the MPS. This gives the first rigor-
ous justification for the use of tensor network methods for modeling, 
for example, critical one-dimensional spin chains.

Hypothesis testing and uncertainty relations

We also study fundamental information-theoretic questions arising 
in quantum mechanics. Milan Mosonyi considered the problem of 
deciding whether a given black box implements a desired quantum 
operation or simply replaces the input with a fixed state. Simple 
decision strategies rely on preparing unentangled product states 
and measuring the resulting output states. More elaborate schemes 
may involve creating entangled inputs, but such strategies are clearly 
more costly to implement. Interestingly, the results obtained reveal 
that such more elaborate schemes are in fact not necessary, and the 
optimal discrimination error can be attained by a very simple strategy.

Stefan Huber has taken a similar operational approach based on 
hypothesis testing to formalize notions of joint measurability. This 
yields novel Heisenberg-type uncertainty relations as well as error-
disturbance tradeoffs. 

Selected Publications
X. Ni, F. Pastawski, B. Yoshida, and R. König, “Preparing topologically ordered [1] 

states by Hamiltonian interpolation,” New J. Phys., vol. 18, no. 093027, 2016.

R. König, and V. Scholz, “Matrix product approximations to multipoint functions in [2] 

two-dimensional conformal field theory,” Phys. Rev. Lett., vol. 117, no. 12, 2016. 

T. Cooney, M. Mosonyi, and M. M. Wilde, “Strong converse exponents for a quan-[3] 

tum channel discrimination problem and quantum-feedback-assisted communi-

cation,” Commun. Math. Phys., vol. 344, no. 3, pp. 797– 829, 2016.

 

2  |  Tensor network techniques can reproduce 

correlation functions of conformal field theories. 

This figure illustrates the renormalization proce-

dure yielding a matrix product state: the correla-

tion functions are expressed as a product of field 

operators. Each of these operators can create 

arbitrary superposition of energy eigenstates, 

requiring an infinite amount of entanglement.  

The renormalized field operators on the right only 

create a superposition of a limited number of 

eigenstates, giving a finite-dimensional approxi-

mation. 

3  |  Joint measurability and error-disturbance 

tradeoffs. New error-disturbance tradeoffs quan-

titatively express how increasing the precision 

of measurements (quantified by the combined 

precision on the horizontal axis) leads to higher 

disturbance (vertical axis). Two different notions 

of disturbance related to measurement and 

preparation are considered.

Publications by this Focus Group can also be 

found in the section Publications of this report.
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Nowadays, one of the greatest – and most fascinating – technological challenges 
facing us is the realization of effective electromobility. The development and un-
derstanding of novel materials and innovative battery systems is essential for the 
large-scale commercialization of electric and hybrid-electric vehicles. 

This Focus Group aims to develop a detailed understanding of the root causes 
of battery aging. As most of the degradation processes occur at the interface 
between the solid electrodes and the liquid electrolyte, this interface is of special 
interest to understanding current battery technology – and improve upon it in the 
future. While the existence and importance of the interface between electrode and 
electrolyte in lithium ion (Li-ion) batteries is unquestionable, its composition, prop-
erties, and the fundamental mechanism behind its formation are still under debate 
for most of the common Li-ion battery materials. In particular, we analyze the gas 
evolution occurring in a battery cell due to undesired side reactions between the 
electrode’s active material and the electrolyte elements. Gassing in a cell doesn’t 
just have a detrimental impact on the lifetime and stability of the battery cell – the 
process is also critical for the safety of Li-Ion batteries. By means of these analy-
ses, we aim to explore the limits and capabilities of various battery materials.  
Furthermore, we want to investigate strategies for extending these limits, which 
would yield battery materials with improved lifetime, capacity and energy density.

Under the auspices of the Focus Group collaboration, we organized a three-month 
research stay at the Massachusetts Institute of Technology (MIT) in Boston in 2016. 
Hosted by Yang Shao-Horn at MIT, this collaboration allowed for the development 
of a deeper understanding of battery technologies by combining the available ana-
lytical resources and techniques from both universities. Our work with MIT is ongo-
ing, and has proved beneficial to advancing our group’s work over the past year. 

4th Munich Battery Discussions

Continuing a “tradition” that we started in 2013, Rudolf Diesel Industry Fellow, 
Peter Lamp, together with his team at BMW Group and the TUM-IAS, held the 
4th Munich Battery Discussions, which took place from March 14 –15, 2016. The 
focus: “Electrode-Electrolyte Interface (EEI) – from Fundamentals to Cell Manufac-
turing.” As in previous years, this international conference brought together many 
renowned and leading scientists in the field of battery research. The conference 
featured 18 speakers from around the globe who presented insights into their latest 
work and advances in material and battery cell development. The presentations 
provided the basis for two very fruitful and information-packed days of discussions 
on the challenges facing battery research in the area of electromobility. The event 
was also attended by a host of ambitious students and young scientists working to 
realize a vision for future battery technologies: Overall, the “Battery Discussions” 
proved such a success that we were set for the 5th Battery Discussions in March 
2017 at the time of publication. 

Scientific Reports
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1  |  Participants of the Munich Battery Discussions in March 2016:  

“Electrode-Electrolyte Interface (EEI) – from Fundamentals to Cell Manufacturing.”
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Novel nanowire heterostructures for optical and  
electrical devices

Nanowires (NW) present a new paradigm in realizing advanced semiconductor hetero-
structures and devices due to their unique, one-dimensional (1-D) architecture. As such, 
they can be integrated in direct monolithic fashion on versatile platforms, allowing the 
realization of strongly downsized nanoscale device technologies with the highest pos-
sible integration density and improved performance.

Continuing efforts from the previous year, the aim for the Focus Group Semiconductor 
Nanowires in 2016 was the further advancement of the fundamental understanding and 
performance of NW-based electronic, thermoelectric and optical devices using sophisti-
cated NW heterostructures on the technologically relevant silicon (Si) platform. 

We are conducting our research under the auspices of a joint research program between 
the Walter Schottky Institute (TUM WSI) at TUM and the IBM Research Laboratory, with 
support from Heike Riel’s TUM-IAS Rudolf Diesel Industry Fellowship. The program 
interacts closely with the Focus Group Nanophotonics and Quantum Optics, which is 
working on related research. We are also collaborating with several ongoing projects 
in the area of NW electronics and lasers, which are being funded by the TUM Interna-
tional Graduate School of Science and Engineering (IGSSE) on several. Here, the role of 
the team at TUM WSI is to develop novel growth concepts for high-performance, III–V 
compound semiconductor NW materials on Si, and employ spatially and time-resolved 
spectroscopy methods for the investigation of fundamental charge carrier dynamics. 
Complementary studies of charge carrier transport are also being performed at the IBM 
Research Laboratory, with the goal of integrating NW heterostructures with optimized 
transport features into advanced electronic and thermoelectric device concepts.

A central focus of our research over the past year was, in particular, the development of 
NW heterostructures with electronically strongly confined charge carriers in order to re-
alize 2-D-, 1-D- and 0-D-like III – V NW systems for optoelectronic switches [1], photonic 
applications [2,3], ballistic transistor technologies and high-performance thermoelectric 
devices [4]. In this respect, the associated doctoral candiate at TUM WSI, Bernhard 
Loitsch, made remarkable progress in developing ultrathin III – V NWs on Si with tunable 
2-D, 1-D and 0-D (quantum-dot)-like characteristics. Using ultrafast optical switches, 
we demonstrated how the nature and speed of photoelectric excitations depend on 
dimensionality of the internal electronic system when probing the confined propagation 
of photogenerated charge carriers [1]. Interestingly, we also found that these systems 
can host new types of optically highly efficient quantum dots using intentional crystal 
defects [2] that are capable of acting as single photon emitters (figure 1). Alongside this 
research, it was also recognized that the formation of 1-D-like ultrathin NW heterostruc-
tures is complicated by undesired alloy fluctuations, which may impact the performance 
of optoelectronic devices, for example, NW lasers [3], and which can be effectively sup-
pressed by tuning growth conditions [5]. The progress gained by this important funda-
mental understanding of size-, disorder-, and defect-mediated confinement of charge 
carriers in III-V NWs has been internationally recognized by the prestigious Young Au-
thor Best Paper Award, which was bestowed upon Bernhard Loitsch at the Compound 
Semiconductor Week (CSW) 2016 event in Toyama, Japan. 
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On the basis of such confined III – V NWs, we also  
developed a characterization platform for assess-
ing the thermoelectric properties in ultrathin NWs. 
This was performed in a bachelor thesis by Vanessa 
Schaller, with the TUM WSI, together with Bernhard 
Loitsch using thin GaAs NWs. In the latter part of 2016, 
Vanessa Schaller continued work on her master’s 
thesis at IBM to perform more refined transport and 
electrothermal characterization on similar NWs. In her 
work, she investigated the temperature dependence 
of ballistic transport behavior and related thermoelec-
tric properties using sub-20 nm thin InAs NWs. These 
investigations revealed the existence of ballistic trans-
port at low-temperature indicative of 1-D-quantization, 
which is promising for new generations of nanoscale 
transistors with negligible resistive voltage drop. Simul-
taneously, these NWs also exhibit drastically enhanced 
thermoelectric power factors with greater than 100 per-
cent efficiency increases as compared to bulk material 
[4]. The successful transfer of training and knowledge 
between WSI and IBM during this project was further 
awarded by the renowned International IBM Ph.D.  
Fellowship Award to Bernhard Loitsch in 2016.

In late 2016, all the students and Principal Investiga-
tors involved in the program presented their latest work 
at the TUM-IAS Symposium “Experimental Semicon-
ductor Physics” in honor of Gerhard Abstreiter’s 70th 
Birthday on November 28, 2016.
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Publications by this Focus Group can also be found in the section 

Publications of this report.

1  |  (a) Site-selective GaAs nanowires on Si. (b) Illustration of a single ultrathin GaAs NW core overgrown by AlGaAs shell structure as revealed 

by STEM imaging. (c) Concurrent cathodoluminscence spectroscopy in STEM showing that individual twin defects act as new sources of  

quantum dots with single photon emission properties [2]. 
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Splicing, splitting and detecting quantum light using  
nanostructured materials

For many applications ranging from medicine and environmental sensing to im-
aging and emergent quantum technologies, it is crucial to develop novel optical 
sources at well-defined frequencies. This quest is particularly relevant for light-
emitting devices in the green and mid-infrared regions of the electromagnetic (EM) 
spectrum, where efficient light-emitting materials simply do not exist. An attractive 
alternative approach are non-linear optical phenomena, whereby an efficient optical 
source is built at a practically accessible frequency and subsequently the output 
is frequency converted to the actual target wavelength. Here, green laser pointers 
are the most commonly encountered devices in which pairs of infrared photons 
at 1064nm are spliced together to form green light at 532 nm. Compound III–  V 
semiconductors are highly non-linear optical materials; they can be used e.g. for 
sum-frequency generation where two input fields, with frequencies ω1and ω2, are 
mixed to produce a third output wave at a frequency ωSFG = ω1 + ω2, or difference 
frequency generation where infrared photons are combined to produce an output 
wave at ωDFG = ω1 – ω2. However, in a macroscopic optical medium, the three EM-
waves having different frequencies (ω1, ω2 and ωD/SFG) and, thus, different refractive 
indices, continually run in and out-of phase with each other, limiting the overall ef-
ficiency of the non-linear conversion process. As a result, several tricks have to be 
applied, including the use of wavelength-scale nano-resonators to recirculate light 
many times through the medium, and precisely match the phase of the input and 
output fields. 

Our Focus Group is exploring the use of artificial nanostructures to generate quan-
tum light produced in III – V semiconductor devices (figure 1a). We are also testing 
these nanostructures for their inherent efficiency of nonlinear optical processes. 
The nanostructures are fabricated by electron beam lithography at predefined posi-
tions on the substrate, followed by subsequent resist processing and evaporation 
procedures [1]. These plasmonic nanocavities exhibit small mode volumes on the 
order of 5x5x5nm3, which relaxes the phase-matching conditions and allows for 
good, nonlinear optical conversion when sufficient mode-overlap between the in-
teracting electro-magnetic fields is supported. Our most recent results have shown 
that bowtie nanoantennas can produce a second-order, nonlinear-optical signal, 
known as two-photon photoluminescence (TPPL). TPPL is highly dependent on the 
antenna feedgap-size (g) between the two adjacent nanotriangles composing the 
bowtie, as a reduced gap-size increases the field amplification of the second-order 
process with an expected net dependence of g-6. Moreover, this process shows 
a very high degree of polarization of over 99.9 percent (figure 1b), since only the 
coupled mode of the bowtie antenna exhibits the strong field-amplification to ef-
fectively generate nonlinear optical processes (figure 1c) [2].
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In related work, the Focus Group is exploring the cou-
pling of bowtie nanoantennas to photons originating 
from InGaAs quantum dots (QD). We demonstrated 
in recent publications that a resonant bowtie nanoan-
tenna can increase the fraction of QD emission into 
the upper hemisphere from the substrate that can be 
detected with microscope objective by 2.4 × in case 
of a QD antenna separation bigger the near-field inter-
action [3]. In another publication, we demonstrated 
that reducing the distance to enable near-field inter-
action (10 nm) leads to Purcell-enhanced emission 
from near-to-surface QDs, which show a pronounced 
polarization dependence and reduced lifetimes cor-
related to the bowtie nanoantennas [4]. By integrat-
ing nonlinear optical converters and cavity coupled 
single photon sources, our group aims to build a new 
generation of on chip quantum emitters with novel 
unconventional emission properties.

1 | (a) SEM image of a bowtie nanoantenna, which forms a plasmonic nanocavity that allows focusing light to the nanoscale. (b) Dependence 

of the non-linear TPPL emission on the exciting polarization. The strong degree of polarization results from strong field-amplification within 

the feedgap region to enhance the nonlinear optical process. (c) Color-maps depicting the mode profiles for along (top) and across (bottom) 

to the bowtie axis polarized fields (blue arrows). The top mode shows that the high intensity region is in between the two triangles, as the 

orthogonal mode is located towards the outer boundaries with less local intensity.
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Superlattices of quantum magnets

This Focus Group concentrates on the bottom-up fabrication of well-ordered 
superlattices of single-atom quantum magnets. These lattices have the capability 
of increasing magnetic information storage to its ultimate limit. Moreover, each in-
dividual single-atom magnet is considered as a candidate for a quantum bit – these 
bits form the active element of a quantum computer. A breakthrough was achieved 
in identifying with Ho atoms on MgO(100) thin films a system in which the individual 
atoms retain their magnetization for hours at low temperatures [4]. Further, reading 
and writing of these atoms was demonstrated [1], ordered arrays of single atom 
magnets were created [5], and finally, electron spin resonance over single atoms 
was achieved with the scanning tunneling microscope [2]. This gives access to the 
coherence time of magnetic quantum states that is the key characteristic for quan-
tum operations on single magnetic atoms. 

Metal-organic networks with lanthanides
 
The lanthanides Tb, Dy, and Ho were identified as single atom magnets when ad-
sorbed individually onto certain surfaces. Therefore we investigated the possibility 
to self-assemble metal-organic superlattices containing these elements. Superlat-
tices with remarkable thermal robustness were achieved with Gd and terphenyl 
dicarboxylic acid (TDA) on Cu(111) [3]. Figure 1 shows that terephthalate acid (TPA) 
forms well-ordered superlattices with Ho atoms on a Ag(100) surface. The first step 
to the self-assembly is the deprotonation of the end groups accomplished at 450 K  
substrate temperature. Figure 1a shows the resulting c (10×4) structure. After 
deposition of Ho atoms at 300 K onto this surface, and subsequent annealing to 
450 K, a square (√29×√29) lattice with one Ho atom and four TPA molecules per 
unit cell forms (figures 1b and 1c). The Ho(TPA)4 compounds are formed through 
strong bonding between one Ho atom (yellow circle) and four carboxylate groups 
(blue lobes), while opposite functional groups bind with their counterparts of the 
adjacent unit cells, creating the regular network [6]. The Ho atoms have a 1.56 nm 
mutual distance and are coordinated to eight oxygen atoms. To first order, the sym-
metry of the adsorption site is C8V favoring stable magnetic states as it approaches 
the ideal C∞ situation [5]. 
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1  |  (a) Structure of terephtha-

late acid (TPA) (top) and STM 

image of periodic structure 

formed by deprotonated TPA 

on Ag(100) (bottom). (b) Metal-

organic Ho(TPA)4 superlattice 

on Ag(100). (c) Zoom with 

overlaid adsorption model.
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Predictive-quality simulations of a regular lattice of  
Dy atoms on graphene

Graphene forms a moiré pattern on Ir(111), where roughly 10 graphene unit cells 
are adsorbed onto 9 Ir atoms. This creates stacking areas where the C6 rings are 
above an hcp, an fcc-site, or an Ir atom (figure 2 a). Dy atoms adsorbed at 40 K  
diffuse and reach the on-top site. For Dy coverages around one atom per moiré unit 
cell this leads to a regular superlattice of atoms, in which each individual atom is a 
potential magnetic bit [5]. First-principle calculations of that system are challenged 
by the large size imposed by the buckled graphene layer on an extended metal 
substrate together with the necessity to sufficiently localize the electrons in the  
4f states of the Dy adsorbates. In general, this requires at least treatments on the 
hybrid functional density-functional theory (DFT) level. While this level is presently 
largely intractable for corresponding system sizes, the accuracy and appropriate-
ness of hybrid functionals for the description of metallic systems is still an open is-
sue. In this situation, we have chosen to concentrate on the subsystem composed 
of a free-standing (flat and buckled) graphene layer and the Dy adsorbates. The 
buckling is the one inferred from DFT calculations of graphene on Ir(111).

Hybrid functionals admix a certain degree of exact exchange, the quantitative 
amount of which is not fully established and likely system dependent. To address 
this, we conduct additional dispersion-corrected semi-local DFT calculations, 
which are augmented with a Hubbard-type model Hamiltonian for charge localiza-
tion (DFT+U). This approach allows us to smoothly vary the degree of localization 
through a U parameter, and thereby to systematically assess its effect on hybridi-
zation and adsorbate bonding. These calculations reveal the relative adsorption 
energies at the three sites to be very close, and their relative ordering to sensitively 
depend on the degree of charge localization. A correct assignment of the adsorp-
tion site is thus critically dependent on the correct description of the electronic 
structure in terms of the alignment of the 4f atomic states, which in turn is directly 
influenced by the choice of the parameter U in the DFT+U formalism (or the ad-
mixture of exact exchange in hybrid DFT). The Focus Group is therefore currently 
concentrating on a systematic determination of the U parameter through dedi-
cated, high-level calculations performed for smaller model systems, as well as the 
possibility to reliably obtain U through spectroscopic measurements.

2  |  (a) Commensurate structure of corrugated 

(10×10) graphene on (9×9) Ir(111) showing the 

three considered 6-fold adsorption sites.
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2  |  (b) Adsorption energy 

curves and spin magnetic 

moment as a function of ad-

sorption height of Dy on cor-

rugated (10×10) graphene.
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214 Finances 

 
This section provides a brief overview of the 
financial data of the TUM-IAS. The expenditures 
are covered by the “third funding line” of the 
German Excellence Initiative, as well as by the 
European Union Seventh Framework Program 
(Marie Curie COFUND) and by the TÜV SÜD 
Foundation.

Expenditure per Fellowship Category in 2016

Control Theory, Systems 
Engineering and Robotics
€ 278,000

Gender and
Diversity in

Science and 
Engineering

€ 58,000

Medical Natural Sciences
€ 353,000

Communication and Information
€ 270,000

Material 
Expenses

€ 1,106,000

Personnel 
Costs

€ 4,029,000

Total Expenditure
€ 5,700,000

Investments
€ 195,000 

Fellow Prize Money
€ 370,000

Total Expenditure
€ 5,115,000 

Bio-Engineering, 
and Imaging 

€ 655,000

Fundamental Natural 
and Life Sciences 

€ 1,804,000

Surface, Interface, 
Nano- and 

Quantum Science
€ 701,000

Environmental 
and Earth Sciences, 
Building Technology

€ 589,000

Advanced 
Computation 
and Modeling

€ 407,000

Visiting € 14,000

Anna Boyksen € 58,000

Carl von
Linde Junior

€ 86,000

Start-up € 18,000

Rudolf Diesel Industry
€ 38,000

Carl von Linde Senior
€ 309,000

Start-up

Visiting

Anna Boyksen

Rudolf Mößbauer Tenure Track

Hans Fischer

Hans Fischer Senior Fellowship

Carl von Linde Junior Fellowship

Carl von Linde Senior Fellowship

Rudolf Diesel Industry Fellowship

Total Expenditure
€ 5,115,000 

Hans 
Fischer 
Senior 

€ 1,585,000

Rudolf 
Mößbauer 

Tenure Track
€ 2,327,000

Hans Fischer 
€ 680,000

This chart illustrates the expenditure in 2016 for each 
Fellowship category. Most dominant in terms of costs 
– with 41 percent of the total expenditure – are the 
Rudolf Mößbauer Tenure Track Professorships, for the 
second year in a row. This is quite remarkable, as the 
program was established in 2013, making it one of 
our newest. Our 2016 results underscore the signifi-
cant investment the TUM-IAS is making in supporting 
young talent. The program is devoted to the funding of 
outstanding, high-potential early career scientists who 
have already achieved a major scientific or technologi-
cal breakthrough, and who also have the ambition of 
developing a new field of endeavor when joining TUM 
(as a Tenure Track Assistant Professor). 

The Hans Fischer Senior Fellowship comes in second 
in terms of cost, and comprises 28 percent of the 
total expenditure for our Fellowship programs. The 
Hans Fischer Senior Fellowships represent an integral 
part of TUM’s focus on internationalization, and are 
immensely valuable in terms of the exchange of com-
plementary expertise and the grooming of emerging 
fields. The expenditure for this Fellowship category 
increased about 13 percent in comparison to 2015. 

Whereas the Carl von Linde Senior Fellowship category 
decreased in regards to expenditure in 2015 when 
compared with 2014, in 2016, it increased again. This 
reflects the fact that from 2013 onward, one Carl von 
Linde Senior Fellow has been appointed each year. 
Meanwhile, the Rudolf Diesel Industry Fellowship ex-
penditures decreased dramatically in comparison to 
2015, on one hand because doctoral candidates are 
no longer financed in this category, and on the other 
hand due to the fact that in the 2015 call, no Fellows 
were appointed in this category.

Expenditure for the Hans Fischer Fellowship category 
increased slightly: As another relatively new program 
in our lineup that we launched in 2013, this Fellow-
ship has now become an integral part of our range of 
Fellowships.

Finally: the Anna Boyksen Fellowship category, the 
very newest addition to the TUM-IAS Fellowship  
roster when it was established in 2014, is still the  
Fellowship with the most modest budget among all 
others. Nevertheless, expenditures for this program 
were four times higher in 2016 than in the previous 
year, reflecting the increasing importance being given 
to gender and diversity-related issues in society and 
the engineering and natural sciences. 
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This chart shows the TUM-IAS Fellowship expendi-
tures grouped by scientific fields at TUM, along with 
expenditures from the Start-up and Visiting Fellow-
ship programs, which are also grouped according to 
scientific fields. Interdisciplinary projects were classi-
fied according to their most dominant field. Expendi-
ture per main scientific field reflects the distribution  
of Fellows according to the same divisions (see  
page 213 “Fellow Distribution”). The research area 
with the highest expenditures was Fundamental  
Natural and Life Sciences, reflecting a high number  
of Rudolf Mößbauer Tenure Track Professors and 
Hans Fischer Senior Fellows working in this field.

On this chart, total TUM-IAS expenditure is displayed, 
including Fellowships, Start-up funding, Visiting  
Fellowships, events, and management. The total ex-
penditure increased in comparison to 2015 (5,085,000 
Euro) reflecting mainly the increase in the number of 
Rudolf Mößbauer Tenure Track Professors. The differ-
ence between the total expenditures per Fellowship 
category / Research Area and the total expenditure in 
2016 amounts to management and event expenses: 
468,200 Euro Management (of which 359,700 Euro 
are expenses related to personnel) and 120,000 Euro 
for event-related expenses.
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